	Tuesday June 12

	18:30-20:30
	Reception at City Hall (for registered participants only)

	

	Wednesday June 13

	08:00-09:00
	Registration

	09:00-09:20
	Steen Ingwersen: Welcome and Introduction

	09:20-10:20
	Stuart Beal Methodology Session
	chair: Pascal Girard

	09:20-09:40
	Robert Bauer
	Advanced Population Analysis Features in the S-ADAPT/MCPEM Program

	09:40-10:00
	Fahima Nekka
	What Additional Information Can we Retrieve When Compliance is Accounted For? An explicit Compliance-Pharmacokinetic Formalism

	10:00-10:20
	Marc Lavielle
	The SAEM algorithm and its implementation in MONOLIX 2.1

	10:20-11:50
	Coffee break, Poster and Software session I

	
	Posters in Group I are accompanied by their presenter

	11:50-12:30
	Oral contributions: Applications
	chair: Mats Karlsson

	11:50-12:10
	Ashley Strougo
	Mechanism-based model of the effect of co-administration of exogenous testosterone and progestogens on the hypothalamic-pituitary-gonodal axis in men

	12:10-12:30
	Joe Standing
	Developmental Pharmacokinetics of Diclofenac for Acute Pain

	12:30-13:30
	Lunch

	13:30-14:10
	Nick Holford: Beginners Tutorial Modeling Disease Progression

	14:10-15:40
	Tea break, Poster and Software session II

	
	Posters in Group II are accompanied by their presenter

	15:40-17:30
	Modeling Disease and Disease Progression
	chair: Nick Holford

	15:40-16:10
	Claudio Cobelli
	Models of Glucose Metabolism and Control in Diabetes

	16:10-16:30
	Philippe Jacqmin
	Basic PK/PD principles of proliferative and circular systems

	16:30-16:50
	Kim Stuyckens
	Modeling Drug Effects and Resistance Development on Tumor Growth Dynamics

	16:50-17:10
	Kristin Karlsson
	Modelling of disease progression in acute stroke by simultaneously using the NIH stroke scale, the Scandinavian stroke scale and the Barthel index

	17:10-17:30
	Klaas Prins
	Integrated Modeling and Simulation of Clinical Response and Drop-out of D2 receptor agonists in Patients with Early Parkinson’s Disease.


	Thursday June 14

	09:00-10:20
	Lewis Sheiner Student Session
	chair: France Mentré, Nick Holford, René Bruno, Tim Sheiner

	09:00-09:25
	Karl Brendel
	Normalized Prediction Distribution Error for the Evaluation of Nonlinear Mixed-Models

	09:25-09:50
	S. Y. Amy Cheung
	Identifiability Analysis and Parameter List Reduction of a Nonlinear Cardiovascular PKPD Model

	09:50-10:15
	Radojka Savic
	Importance of Shrinkage in Empirical Bayes Estimates for Diagnostics and Estimation: Problems and Solutions

	10:15-10:25
	Presentation of Awards
	

	10:25-11:55
	Coffee break, Poster and Software session III

	
	Posters in Group III are accompanied by their presenter

	11:55-12:25
	Tim Sheiner: Planning To Communicate

	12:25-12:30
	Stacy Tannenbaum
	Preview of American Conference on Pharmacometrics

	12:30-13:30
	Lunch

	
	Tutorial

	13:30-14:30
	Marc Buyse
	Validation of statistically reliable biomarkers

	14:30-16:00
	Tea break, Poster and Software session IV

	
	Posters in Group IV are accompanied by their presenter

	16:00-17:20
	Oral contributions: Applications
	chair: Charlotte Kloft

	16:00-16:20
	Celine Dartois
	Impact of handling missing PK data on PD estimation – explicit modeling of BLQ data in WinBUGS® reduced bias in the PD predictions - a preclinical example.

	16:20-16:40
	Teun Post
	Circadian rhythm in pharmacodynamics and its influence on the identification of treatment effects

	16:40-17:00
	Benoit You
	Kinetic models of PSA decrease after surgery in prostate tumor diseases as a help for clinician interpretation

	17:00-17:20
	Justin Wilkins
	A flexible approach to modeling variable absorption in the context of repeated dosing: illustrated with rifampicin

	18:00-24:00
	Social evening


	Friday June 15

	09:00-10:00
	Methodology: Design
	chair: France Mentré

	09:00-09:20
	Joakim Nyberg
	Sequential versus simultaneous optimal experimental design on dose and sample times

	09:20-09:40
	Stefano Zamuner
	Optimal Design to Estimate the Time Varying Receptor Occupancy Relationship in a PET Experiment

	09:40-10:00
	France Mentré
	Software for optimal design in population pharmacokinetics and pharmacodynamics: a comparison

	10:00-10:05
	Preview of PAGE 2008

	10:05-11:05
	Coffee break

	11:05-12:20
	Model Building Session
	chair: Dinesh de Alwis, Niclas Jonsson 

	11:05-11:30
	Jeroen Elassaiss-Schaap
	Interspecies Population Modeling Of Pharmacokinetic Data Available At The End Of Drug Discovery

	11:30-11:55
	Chantaratsamon Dansirikul
	Insulin secretion and hepatic extraction during euglycemic clamp study: modelling of insulin and C-peptide data

	11:55-12:20
	Massimiliano Germani
	A population PK-PD method for categorical data analysis of progesterone antagonist activity in the rabbit McPhail’s model

	12:20-12:30
	Steen Ingwersen: Closing Remarks

	12:30-12:45
	Audience Input for the PAGE 2008 Program



Software demonstrations

Bayer Technology Services
Insightful
Mango Solutions
NonLinear Mixed Effects Consortium
SimCYP
System for Population Kinetics
USC*PACK - Roger Jelliffe The USC*PACK collection of BigWinPops software for nonparametric adaptive grid (NPAG) population PK/PD modeling, and the MM-USCPACK clinical software
Posters Wednesday Morning (group I)
Applications- Anti-infectives
P1-1 Julie Bertrand Influence of pharmacogenetic on pharmacokinetic interindividual variability of indinavir and lopinavir in HIV patients (COPHAR2 – ANRS 111 trial) 
P1-2 Stefanie Hennig Tobramycin in paediatric CF patients - TCI or “One dose fits all” 
P1-3 Déborah Hirt Effect of CYP2C19 polymorphism on nelfinavir to M8 biotransformation in HIV patients. 
P1-4 Hui Kimko Population Pharmacokinetic Analysis To Support Dosing Regimens Of Ceftobiprole 
P1-5 Grant Langdon PK-PD modelling to support go/no go decisions for a novel gp120 inhibitor 
P1-6 Rocio Lledo Population Pharmacokinetics of Saquinavir in rats after IV and IP administration. An approach to Saquinavir/Ritonavir Pharmacokinetic interaction.
Applications- Biologicals/vaccines
P1-7 Balaji Agoram Application of mechanism-based population PKPD modelling in the rational selection of clinical candidates: an anti-IgE antibody example. 
P1-8 Lene Alifrangis Setting a Safe Starting Dose for a First-in-Man trial of a Monoclonal Antibody Based on Population PK-PD Predictions 
P1-9 Ekaterina Gibiansky Population Pharmacokinetics of Siplizumab (MEDI-507): Implications for Dosing 
P1-10 Ron Keizer Bioequivalence study of a C1-esterase-inhibitor product (Cetor®) with optimised sampling design 
P1-11 Wojciech Krzyzanski Pharmacodynamic Modelling of Recombinant Human Erythropoietin Effect on Reticulocyte Production Rate and Age Distribution in Healthy Subjects 
P1-12 Armel Stockis Population pharmacokinetics of certolizumab pegol
Methodology- Other topics
P1-13 Johan Areberg Simultaneous Population Pharmacokinetic Modelling of Parent Compound and Metabolite in Plasma and Urine for a New Drug Candidate 
P1-14 Martin Bergstrand A comparison of methods for handling of data below the limit of quantification in NONMEM VI 
P1-15 Robert Bies An MCPEM approach to understanding inter-animal and inter-treatment changes with in vivo striatal dopamine clearance in rats 
P1-16 Sophie Callies Modelling pharmacokinetic and pharmacodynamic properties of second generation antisense-oligonucleotides (ASOs) 
P1-17 Didier Concordet How to estimate population variance matrices with a Prescribed Pattern of Zeros? 
P1-18 Carine Crepin Elimination of anti-epileptic compounds in Marseille aquatic environment from private hospital effluent - modelling versus measurements 
P1-19 Mike Dunlavey Next-Generation Modeling Language 
P1-20 Iñaki F. Trocóniz Modelling Overdispersion and Markovian Features in Count Data 
P1-21 Clare Gaynor An assessment of prediction accuracy of two IVIVC modelling methodologies. 
P1-22 Ihab Girgis Parallel Bayesian Methodology for Population Analysis 
P1-23 Ihab Girgis Interactive Graphical Visualization Tool for Safety Data Screening 
P1-24 Thaddeus Grasela The Application of Systematic Analysis for Identifying and Addressing the Needs of the Pharmacometric Process 
P1-25 Serge Guzy Combining interoccasion variability and mixture within a MCPEM framework 
P1-26 Emilie Hénin Estimation of patient compliance from pharmacokinetic samples 
P1-27 Matt Hutmacher Comparing Minimum Hellinger Distance Estimation (MHDE) and Hypothesis Testing to Traditional Statistical Analyses – a Simulation Study 
P1-28 Matt Hutmacher A new approach for population pharmacokinetic data analysis under noncompliance 
P1-29 Ivan Matthews Sensitivity analysis of a mixture model to determine genotype/phenotype 
P1-30 Chee Meng Ng A Comparison of Estimation Methods in Nonlinear Mixed-effect Model for Population Pharmacokinetic-pharmacodynamic Analysis 
P1-31 Chee Meng Ng A Systematical Approach to Bridge the Two-Stage Parametric Expectation Maximization Algorithm and Full Bayesian Three-Stage Hierarchical Nonlinear Mixed Effect Methods in Complex Population Pharmacokinetic/Pharmacodynamic Analysis: Troxacitabine-induced Neutropenia in Cancer Patients 
P1-32 Stefaan Rossenu A mixture distribution approach to IVIVC modeling of a dual component drug delivery system 
P1-33 Alexander Staab How can routinely collected comedication information from phase II/III trials be used for screening of potential effects on model parameters? A case study with the oral direct thrombin inhibitor Dabigatran etexilate 
P1-34 Stacey Tannenbaum A Comparison of Fixed Dose-Controlled (FD) versus Pharmacokinetic Modified Dose-Controlled (PKMD) Clinical Study Designs 
P1-35 Michel Tod Steady-state Equation for the Bicompartmental Model with Gamma Absorption. Application to Mycophenolate PK in Renal Transplant Patients
Posters Wednesday Afternoon (group II)
Applications- CNS
P2-1 Emma Bostrom Blood-brain barrier transport helps explain discrepancies in in vivo potency between oxycodone and morphine 
P2-2 Marc-Antoine Fabre Population pharmacokinetic analysis in children, adolescents and adults with schizophrenia or bipolar disorder 
P2-3 Matt Hutmacher Modeling the Dropout from Longitudinal Adverse Event Data: Selecting Optimal Titration Regimens 
P2-4 Laura Iavarone Population PK/PD of Alprazolam in the Attenuation of ACTH Activation Induced by Cognitive Performance in Metyrapone-treated Healthy Volunteers 
P2-5 Maria Kjellsson Modelling Sleep Using Markov Mixed Effects Models 
P2-6 Frank Larsen Non-Linear Mixed Effects PK/PD Modelling of Acute Autoinhibitory Feedback Effects of Escitalopram (ESC) on Extracellular Serotonin (5-HT) Levels in Rat Brain 
P2-7 Gianluca Nucci Population pharmacokinetic modelling of pimozide and its relation to CYP2D6 genotype. 
P2-8 Gijs Santen Comparing treatment effect in depression trials: Mixed Model for Repeated Measures vs Linear Mixed Model 
P2-9 Armel Stockis Dose-response population modeling of the new antiepileptic drug brivaracetam in add-on treatment of partial onset seizures 
P2-10 Nathalie Toublanc Retrospective population pharmacokinetic analysis of seletracetam in epileptic and healthy adults 
P2-11 Maud Vernaz-Gris Pooled PK analysis of a new CNS drug, in healthy subjects 
P2-12 Sandra Visser Modeling the time-course of the antipyretic effects and prostaglandin inhibition in relation the analgesic effects of naproxen: a compound selection strategy 
P2-13 Katarina Vucicevic Population Pharmacokinetic Modelling of Amitriptyline in Depression Patients
P2-14 Mathilde Marchand Supporting the recommended paediatric dosing regimen for rufinamide using clinical trial simulation 
Methodology- Model evaluation
P2-15 Mathilde Marchand Population PKPD modelling of biomarkers ANP and big ET-1 for two neutral endopeptidase inhibitors 
P2-16 Julie Antic Evaluation of Non Parametric Methods for population PK/PD 
P2-17 Paul Baverel Evaluation Of The Nonparametric Estimation Method In NONMEM VI: Application To Real Data 
P2-18 Massimo Cella Scaling for function: a model-based approach to dosing recommendation for abacavir in HIV-infected children 
P2-19 Emmanuelle Comets Normalised prediction distribution errors in R: the npde library 
P2-20 Douglas Eleveld Is the expected performance of a target-controlled-infusion system influenced by the population analysis method 
P2-21 Carlos Fernandez-Teruel Simulations of bioequivalence trials using physiological-pharmacokinetic models with saturable and non-saturable hepatic clearance 
P2-22 Leonid Gibiansky Precision of Parameter Estimates: Covariance Step ($COV) versus Bootstrap Procedure 
P2-23 Céline Laffont Evaluation of model of Heart Rate during Exercise Tolerance Test with missing at random dropouts 
P2-24 Michael Neely Impact of Lopinavir Limit of Quantification (LOQ)-Censored Data Replacement on Population Pharmacokinetic (PK) Plasma and Saliva Modeling in HIV-Infected Children 
P2-25 Erik Olofsen The performance of model selection criteria in the absence of a fixed-dimensional correct model 
P2-26 Klas Petersson Semiparametric distributions with estimated shape parameters: Implementation and Evaluation 
P2-27 Mahesh Samtani PK/PD Model of Pegylated Thrombopoietin Mimetic Peptide in Healthy Subjects: Comparison of Verification Procedures for Assessing Model Predictability
Posters Thursday Morning (group III)
Applications- Coagulation
P3-1 Xavier Delavenne The use of an indirect response model to assess interaction between drugs: acenocoumarol and amoxicillin + clavulanic acid 
P3-2 Andreas Velsing Groth A Population PK/PD Model Assessing The Pharmacodynamics Of A Rapid-Acting Recombinant FVII Analogue, NN1731, In Healthy Male Subjects
Applications- CVS
P3-3 Stefanie Albers Population Pharmacokinetics and Dose Simulation of Carvedilol in Pediatric Patients with Congestive Heart Failure 
P3-4 Kevin Krudys Can Bayes Prevent QTC-interval prolongation? A challenge beyond random effects. 
P3-5 Céline Laffont Population pharmacokinetic analysis of perindoprilat in hypertensive paediatric patients 
P3-6 Divya Menon Pharmacokinetics / Pharmacodynamics of Intravenous Bolus Nicardipine in Adults Undergoing Cardiovascular Surgery
Applications- Oncology
P3-7 Azucena Aldaz New model for gemcitabine and its metabolites 
P3-8 Azucena Aldaz Comparison between NONMEM and NPAG for gemcitabine modelling 
P3-9 Gemma Dickinson Population pharmacokinetics of a novel anticancer drug, RH1, in terminal cancer patients 
P3-10 Yumi Fukushima Population Pharmacokinetic Analysis of Trastuzumab (Herceptin®) based on Data from Three Different Dosing Regimens 
P3-11 Iztok Grabnar Population Pharmacokinetics of Methotrexate in Children with Lymphoid Malignancy 
P3-12 Emma Hansson Modelling of Chemotherapy-induced Febrile Neutropenia using the Predicted Degree and Duration of Myelosuppression 
P3-13 Katharina Küster Matuzumab – A Population Pharmacokinetic Model and its Evaluation 
P3-14 Ricardo Nalda-Molina Semi-mechanistic PKPD model for neutropenia using K-PD model in patients receiving high dose of chemotherapy 
P3-15 Ricardo Nalda-Molina Population Pharmacokinetics of Aplidin® (plitidepsin) in Subjects with Cancer 
P3-16 Dolors Soy Muner Population Pharmacokinetic Modeling Of Busulfan In Patients Undergoing Autologous Stem Cell Transplantation (ASCT) For Multiple Myeloma 
P3-17 Johan Wallin Predictive Performance of a Myelosuppression Model for Dose Individualization; Impact of Inter-Occasion Variability and Level and Type of Information Provided
Methodology- Algorithms
P3-18 Aris Dokoumetzidis An algorithm for proper lumping of systems of ODEs 
P3-19 Jeroen Elassaiss-Schaap Automation of Structural Pharmacokinetic Model Search in NONMEM: Evaluation with Preclinical Datasets 
P3-20 Serge Guzy Comparison between NONMEM and the Monte-Carlo Expectation Maximization (MC-PEM) Method Using a Physiologically-Based Glucose-Insulin Model 
P3-21 Robert Leary An evolutonary nonparametric NLME algorithm 
P3-22 Elodie Plan Investigation of performances of FOCE and LAPLACE algorithms in NONMEM VI in population parameters estimation of PK and PD continuous data 
P3-23 Benjamin Ribba Parameters estimation issues for complex population PK models: A Nonmem vs. Monolix study
Methodology- PBPK
P3-24 Frédérique Fenneteau A Physiologically Based Pharmacokinetic Model to Assess the Role of ABC Transporters in Drug Distribution 
P3-25 Mathilde Marchand Predicting human from animal PBPK simulation combined with in vitro data 
P3-26 Gianluca Nucci A Bayesian approach for the integration of preclinical information into a PBPK model for predicting human pharmacokinetics
Posters Thursday Afternoon (group IV)
Applications- Endocrine
P4-1 Silke Dittberner Determination of the absolute bioavailability of BI 1356, a substance with non-linear pharmacokinetics, using a population pharmacokinetic modelling approach 
P4-2 Daniel Jonker Pharmacokinetic modelling of the once-daily human glucagon-like peptide-1 analogue, liraglutide, in healthy volunteers and comparison to exenatide 
P4-3 Thomas Klitgaard Population Pharmacokinetic Model for Human Growth Hormone in Adult Patients in Chronic Dialysis vs. Healthy Subjects 
P4-4 Jean-Marie Martinez Population Pharmacokinetics of Rimonabant in Obesity 
P4-5 Klaas Prins Modeling of plasma aldosterone concentrations after prokinetic 5-HT4 receptor agonists: forming an integrated simulation framework for summary statistic and subject-level data
Applications- Other topics
P4-6 Neil Benson Utility of a mixed effects approach to defining target binding rate constants 
P4-7 Vincent Buchheit A dedicated SAS Programming Group working in a pharmaceutical Modeling & Simulation organization - Current role, experience and prospects 
P4-8 Joachim Grevel Evaluation of the population pharmacokinetic properties of lidocaine and its metabolites, MEGX, GX, and 2,6-xylidine, after application of lidocaine 5% medicated plaster 
P4-9 Déborah Hirt Pharmacokinetic-pharmacodynamic modeling of manganese in patients with acute alcoholic hepatitis after an IV infusion of mangafodipir
P4-10 Eleanor Howgate Mechanistic Prediction of HIV Drug-Drug Interactions in Virtual Populations from in vitro Enzyme Kinetic Data: Ritonavir and Saquinavir
P4-11 Roger Jelliffe A Population Model of Epidural Lidocaine 
P4-12 Viera Lukacova PK/PD modeling of Adinazolam – effect of variability of absorption, PK and PD parameters on variability in PD response 
P4-13 Lynn McFadyen Maraviroc Exposure Response Analysis: Phase 3 Antiviral Efficacy in Treatment Experienced HIV+ Patients 
P4-14 Mark Peterson Calcium Homeostasis and Bone Remodeling: Development of an Integrated Model for Evaluation and Simulation of Therapeutic Responses to Bone-Related Therapies 
P4-15 Rogier Press Dose prediction of tacrolimus in de novo kidney transplant patients with population pharmacokinetic modelling
P4-16 Catherine Mary Turner Sherwin A pharmacokinetic/pharmacodynamic model to determine optimal dosing targets for amikacin in neonatal sepsis 
P4-17 Anthe Zandvliet Dose individualization of indisulam to reduce the risk of severe myelosuppression
Methodology- Design
P4-18 Anthe Zandvliet Phase I study design of indisulam: evaluation and optimization 

P4-19 Jeff Barrett Improving Study Design and Conduct Efficiency of Event-Driven Clinical Trials via Discrete Event Simulation: Application to Pediatric Oncology 
P4-20 Caroline Bazzoli Population design in nonlinear mixed effects multiple responses models: extension of PFIM and evaluation by simulation with NONMEM and MONOLIX 
P4-21 Marylore Chenel Comparison of uniresponse and multiresponse approaches of PopDes to optimize sampling times for drug-drug interaction studies: application to a Servier compound
P4-22 Marc-Antoine Fabré Selection of a dosing regimen with WST11 by Monte Carlo simulations, using PK data collected after single IV administration in healthy subjects and population PK modelling 
P4-23 Ivelina Gueorguieva Prospective application of a multivariate population optimal design to determine parent and metabolite pharmacokinetic sampling times in a Phase II study 
P4-24 Patrick Johnson Optimal dose and sample-size selection for dose-response studies 
P4-25 Marta Neve Population methods for dose escalation studies: an MCMC approach 
P4-26 Kayode Ogungbenro Sample Size Calculations for Repeated Binary Population Pharmacodynamic Experiments 
P4-27 Marcella Petrone Model-based sequential human PET study design for Optimal PK/RO assessment 
P4-28 Marc Pfister Optimal Sampling Design and Trial Simulation using POPT and NONMEM 
P4-29 Sylvie Retout Population designs evaluation and optimisation in R: the PFIM function and its new features 
 

Abstracts

17Oral Presentation: Applications


17Claudio Cobelli Models of Glucose Metabolism and Control in Diabetes


18Celine Dartois Impact of handling missing PK data on PD estimation – explicit modeling of BLQ data in WinBUGS® reduced bias in the PD predictions - a preclinical example.


20Philippe Jacqmin Basic PK/PD principles of proliferative and circular systems


22Kristin Karlsson Modelling of disease progression in acute stroke by simultaneously using the NIH stroke scale, the Scandinavian stroke scale and the Barthel index


23Teun Post Circadian rhythm in pharmacodynamics and its influence on the identification of treatment effects


24Klaas Prins Integrated Modeling & Simulation of Clinical Response and Drop-out of D2 receptor agonists in Patients with Early Parkinson’s Disease.


25Tim Sheiner Planning To Communicate


26Joe Standing Developmental Pharmacokinetics of Diclofenac for Acute Pain


28Ashley Strougo Mechanism-based model of the effect of co-administration of exogenous testosterone and progestogens on the hypothalamic-pituitary-gonodal axis in men


30Kim Stuyckens Modeling Drug Effects and Resistance Development on Tumor Growth Dynamics


31Benoit You Kinetic models of PSA decrease after surgery in prostate tumor diseases as a help for clinician interpretation


33Oral Presentation: Lewis Sheiner Student Session


33Karl BRENDEL Normalized Prediction Distribution Error for the Evaluation of Nonlinear Mixed-Models


36S. Y. Amy Cheung Identifiability Analysis and Parameter List Reduction of a Nonlinear Cardiovascular PKPD Model


39Radojka Savic Importance of Shrinkage in Empirical Bayes Estimates for Diagnostics and Estimation: Problems and Solutions


41Oral Presentation: Methodology


41France Mentré Software for optimal design in population pharmacokinetics and pharmacodynamics: a comparison


42Joakim Nyberg Sequential versus simultaneous optimal experimental design on dose and sample times


44Justin Wilkins A flexible approach to modeling variable absorption in the context of repeated dosing: illustrated with rifampicin


46Stefano Zamuner Optimal Design to Estimate the Time Varying Receptor Occupancy Relationship in a PET Experiment


48Oral Presentation: Model Building Session


48Chantaratsamon Dansirikul Insulin secretion and hepatic extraction during euglycemic clamp study: modelling of insulin and C-peptide data


49Jeroen Elassaiss-Schaap Interspecies Population Modeling Of Pharmacokinetic Data Available At The End Of Drug Discovery
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59Poster: Applications- Anti-infectives


59julie bertrand Influence of pharmacogenetic on pharmacokinetic interindividual variability of indinavir and lopinavir in HIV patients (COPHAR2 – ANRS 111 trial)


61Stefanie Hennig Tobramycin in paediatric CF patients - TCI or “One dose fits all”


62Déborah Hirt Effect of CYP2C19 polymorphism on nelfinavir to M8 biotransformation in HIV patients.


63Hui Kimko Population Pharmacokinetic Analysis To Support Dosing Regimens Of Ceftobiprole


64Grant Langdon PK-PD modelling to support go/no go decisions for a novel gp120 inhibitor


65Rocio Lledo Population Pharmacokinetics of Saquinavir in rats after IV and IP administration. An approach to Saquinavir/Ritonavir Pharmacokinetic interaction.


67Poster: Applications- Biologicals/vaccines


67Balaji Agoram Application of mechanism-based population PKPD modelling in the rational selection of clinical candidates: an anti-IgE antibody example.


68Lene Alifrangis Setting a Safe Starting Dose for a First-in-Man trial of a Monoclonal Antibody Based on Population PK-PD Predictions


69Ekaterina Gibiansky Population Pharmacokinetics of Siplizumab (MEDI-507): Implications for Dosing


70Ron Keizer Bioequivalence study of a C1-esterase-inhibitor product (Cetor®) with optimised sampling design


71Wojciech Krzyzanski Pharmacodynamic Modelling of Recombinant Human Erythropoietin Effect on Reticulocyte Production Rate and Age Distribution in Healthy Subjects


73Armel Stockis Population pharmacokinetics of certolizumab pegol
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78Laura Iavarone Population PK/PD of Alprazolam in the Attenuation of ACTH Activation Induced by Cognitive Performance in Metyrapone-treated Healthy Volunteers


79Maria Kjellsson Modelling Sleep Using Markov Mixed Effects Models


81Frank Larsen Non-Linear Mixed Effects PK/PD Modelling of Acute Autoinhibitory Feedback Effects of Escitalopram (ESC) on Extracellular Serotonin (5-HT) Levels in Rat Brain


83Mathilde Marchand Supporting the recommended paediatric dosing regimen for rufinamide using clinical trial simulation


84Gianluca Nucci Population pharmacokinetic modelling of pimozide and its relation to CYP2D6 genotype.


85Gijs Santen Comparing treatment effect in depression trials: Mixed Model for Repeated Measures vs Linear Mixed Model


86Armel Stockis Dose-response population modeling of the new antiepileptic drug brivaracetam in add-on treatment of partial onset seizures.


87Nathalie Toublanc Retrospective population pharmacokinetic analysis of seletracetam in epileptic and healthy adults


88Maud Vernaz-Gris Pooled PK analysis of a new CNS drug, in healthy subjects.


89Sandra Visser Modeling the time-course of the antipyretic effects and prostaglandin inhibition in relation the analgesic effects of naproxen: a compound selection strategy


91Katarina Vucicevic Population Pharmacokinetic Modelling of Amitriptyline in Depression Patients


92Poster: Applications- Coagulation


92Xavier Delavenne The use of an indirect response model to assess interaction between drugs: acenocoumarol and amoxicillin + clavulanic acid


94Andreas Velsing Groth A Population PK/PD Model Assessing The Pharmacodynamics Of A Rapid-Acting Recombinant FVII Analogue, NN1731, In Healthy Male Subjects


95Poster: Applications- CVS


95Stefanie Albers Population Pharmacokinetics and Dose Simulation of Carvedilol in Pediatric Patients with Congestive Heart Failure


97Kevin Krudys Can Bayes Prevent QTC-interval prolongation? A challenge beyond random effects.


99Céline LAFFONT Population pharmacokinetic analysis of perindoprilat in hypertensive paediatric patients


101Divya Menon Pharmacokinetics / Pharmacodynamics of Intravenous Bolus Nicardipine in Adults Undergoing Cardiovascular Surgery


103Poster: Applications- Endocrine


103Silke Dittberner Determination of the absolute bioavailability of BI 1356, a substance with non-linear pharmacokinetics, using a population pharmacokinetic modelling approach


105Daniel Jonker Pharmacokinetic modelling of the once-daily human glucagon-like peptide-1 analogue, liraglutide, in healthy volunteers and comparison to exenatide


106Thomas Klitgaard Population Pharmacokinetic Model for Human Growth Hormone in Adult Patients in Chronic Dialysis vs. Healthy Subjects


107Jean-Marie Martinez Population Pharmacokinetics of Rimonabant in Obesity


108Klaas Prins Modeling of plasma aldosterone concentrations after prokinetic 5-HT4 receptor agonists: forming an integrated simulation framework for summary statistic and subject-level data.


110Poster: Applications- Oncology


110Azucena Aldaz New model for gemcitabine and its metabolites


111Azucena Aldaz Comparison between NONMEM and NPAG for gemcitabine modelling


112Gemma Dickinson Population pharmacokinetics of a novel anticancer drug, RH1, in terminal cancer patients.


113yumi fukushima Population Pharmacokinetic Analysis of Trastuzumab (Herceptin®) based on Data from Three Different Dosing Regimens.


114Iztok Grabnar Population Pharmacokinetics of Methotrexate in Children with Lymphoid Malignancy


115Emma Hansson Modelling of Chemotherapy-induced Febrile Neutropenia using the Predicted Degree and Duration of Myelosuppression


116Katharina Küster Matuzumab – A Population Pharmacokinetic Model and its Evaluation


117Ricardo Nalda-Molina Population Pharmacokinetics of Aplidin® (plitidepsin) in Subjects with Cancer


118Ricardo Nalda-Molina Semi-mechanistic PKPD model for neutropenia using K-PD model in patients receiving high dose of chemotherapy


120Dolors Soy Muner Population Pharmacokinetic Modeling Of Busulfan In Patients Undergoing Autologous Stem Cell Transplantation (ASCT) For Multiple Myeloma


121Johan Wallin Predictive Performance of a Myelosuppression Model for Dose Individualization; Impact of Inter-Occasion Variability and Level and Type of Information Provided


123Poster: Applications- Other topics


123Neil Benson Utility of a mixed effects approach to defining target binding rate constants.


124vincent buchheit A dedicated SAS Programming Group working in a pharmaceutical Modeling & Simulation organization - Current role, experience and prospects


126Joachim Grevel Evaluation of the population pharmacokinetic properties of lidocaine and its metabolites, MEGX, GX, and 2,6-xylidine, after application of lidocaine 5% medicated plaster.


127Déborah Hirt Pharmacokinetic-pharmacodynamic modeling of manganese in patients with acute alcoholic hepatitis after an IV infusion of mangafodipir.


128Eleanor Howgate Mechanistic Prediction of HIV Drug-Drug Interactions in Virtual Populations from in vitro Enzyme Kinetic Data: Ritonavir and Saquinavir.


129Roger Jelliffe A Population Model of Epidural Lidocaine


131Viera Lukacova PK/PD modeling of Adinazolam – effect of variability of absorption, PK and PD parameters on variability in PD response


132Lynn McFadyen Maraviroc Exposure Response Analysis: Phase 3 Antiviral Efficacy in Treatment Experienced HIV+ Patients


134Mark Peterson Calcium Homeostasis and Bone Remodeling: Development of an Integrated Model for Evaluation and Simulation of Therapeutic Responses to Bone-Related Therapies


135Rogier Press Dose prediction of tacrolimus in de novo kidney transplant patients with population pharmacokinetic modelling.


138Catherine Mary Turner Sherwin A pharmacokinetic/pharmacodynamic model to determine optimal dosing targets for amikacin in neonatal sepsis


139Anthe Zandvliet Dose individualization of indisulam to reduce the risk of severe myelosuppression


140Poster: Methodology- Algorithms


140Aris Dokoumetzidis An algorithm for proper lumping of systems of ODEs


141Jeroen Elassaiss-Schaap Automation of Structural Pharmacokinetic Model Search in NONMEM: Evaluation with Preclinical Datasets


143Serge Guzy Comparison between NONMEM and the Monte-Carlo Expectation Maximization (MC-PEM) Method Using a Physiologically-Based Glucose-Insulin Model


145Robert Leary An evolutonary nonparametric NLME algorithm


147Elodie Plan Investigation of performances of FOCE and LAPLACE algorithms in NONMEM VI in population parameters estimation of PK and PD continuous data


148Benjamin Ribba Parameters estimation issues for complex population PK models: A Nonmem vs. Monolix study


150Poster: Methodology- Design


150Jeff Barrett Improving Study Design and Conduct Efficiency of Event-Driven Clinical Trials via Discrete Event Simulation: Application to Pediatric Oncology


152caroline BAZZOLI Population design in nonlinear mixed effects multiple responses models: extension of PFIM and evaluation by simulation with NONMEM and MONOLIX


154Marylore Chenel Comparison of uniresponse and multiresponse approaches of PopDes to optimize sampling times for drug-drug interaction studies: application to a Servier compound.


156marc-antoine fabre Selection of a dosing regimen with WST11 by Monte Carlo simulations, using PK data collected after single IV administration in healthy subjects and population PK modelling.


158Ivelina Gueorguieva Prospective application of a multivariate population optimal design to determine parent and metabolite pharmacokinetic sampling times in a Phase II study.


159Patrick Johnson Optimal dose & sample-size selection for dose-response studies


160Marta Neve Population methods for dose escalation studies: an MCMC approach


161Kayode Ogungbenro Sample Size Calculations for Repeated Binary Population Pharmacodynamic Experiments


162Marcella Petrone Model-based sequential human PET study design for Optimal PK/RO assessment


163Marc Pfister Optimal Sampling Design and Trial Simulation using POPT and NONMEM


164Sylvie Retout Population designs evaluation and optimisation in R: the PFIM function and its new features


166Anthe Zandvliet Phase I study design of indisulam: evaluation and optimization


168Julie ANTIC Evaluation of Non Parametric Methods for population PK/PD


170Poster: Methodology- Model evaluation


170Paul Baverel Evaluation Of The Nonparametric Estimation Method In NONMEM VI: Application To Real Data


172Massimo Cella Scaling for function: a model-based approach to dosing recommendation for abacavir in HIV-infected children.


174Emmanuelle Comets Normalised prediction distribution errors in R: the npde library


175Douglas J. Eleveld Is the expected performance of a target-controlled-infusion system influenced by the population analysis method


177Carlos Fernandez-Teruel Simulations of bioequivalence trials using physiological-pharmacokinetic models with saturable and non-saturable hepatic clearance


178Leonid Gibiansky Precision of Parameter Estimates: Covariance Step ($COV) versus Bootstrap Procedure


179Céline LAFFONT Evaluation of model of Heart Rate during Exercise Tolerance Test with missing at random dropouts


181Mathilde Marchand Population PKPD modelling of biomarkers ANP and big ET-1 for two neutral endopeptidase inhibitors


182Michael Neely Impact of Lopinavir Limit of Quantification (LOQ)-Censored Data Replacement on Population Pharmacokinetic (PK) Plasma and Saliva Modeling in HIV-Infected Children


184Erik Olofsen The performance of model selection criteria in the absence of a fixed-dimensional correct model


185Klas Petersson Semiparametric distributions with estimated shape parameters: Implementation and Evaluation


187MAHESH SAMTANI PK/PD Model of Pegylated Thrombopoietin Mimetic Peptide in Healthy Subjects: Comparison of Verification Procedures for Assessing Model Predictability.


189Poster: Methodology- Other topics


189Johan Areberg Simultaneous Population Pharmacokinetic Modelling of Parent Compound and Metabolite in Plasma and Urine for a New Drug Candidate


190Martin Bergstrand A comparison of methods for handling of data below the limit of quantification in NONMEM VI


192Robert Bies An MCPEM approach to understanding inter-animal and inter-treatment changes with in vivo striatal dopamine clearance in rats.


193sophie callies Modelling pharmacokinetic and pharmacodynamic properties of second generation antisense-oligonucleotides (ASOs).


194Didier Concordet How to estimate population variance matrices with a Prescribed Pattern of Zeros?


196Carine CREPIN Elimination of anti-epileptic compounds in Marseille aquatic environment from private hospital effluent - modelling versus measurements


197Mike Dunlavey Next-Generation Modeling Language


198Iñaki F. Trocóniz Modelling Overdispersion and Markovian Features in Count Data


200Clare Gaynor An assessment of prediction accuracy of two IVIVC modelling methodologies.


202Ihab Girgis Interactive Graphical Visualization Tool for Safety Data Screening


203Ihab Girgis Parallel Bayesian Methodology for Population Analysis


205Thaddeus Grasela The Application of Systematic Analysis for Identifying and Addressing the Needs of the Pharmacometric Process


207Serge Guzy Combining interoccasion variability and mixture within a MCPEM framework


209Emilie HENIN Estimation of patient compliance from pharmacokinetic samples


211Matt Hutmacher A new approach for population pharmacokinetic data analysis under noncompliance


213Matt Hutmacher Comparing Minimum Hellinger Distance Estimation (MHDE) and Hypothesis Testing to Traditional Statistical Analyses – a Simulation Study


215Ivan Matthews Sensitivity analysis of a mixture model to determine genotype/phenotype


217Chee Meng Ng A Systematical Approach to Bridge the Two-Stage Parametric Expectation Maximization Algorithm and Full Bayesian Three-Stage Hierarchical Nonlinear Mixed Effect Methods in Complex Population Pharmacokinetic/Pharmacodynamic Analysis: Troxacitabine-induced Neutropenia in Cancer Patients


219Chee Meng Ng A Comparison of Estimation Methods in Nonlinear Mixed-effect Model for Population Pharmacokinetic-pharmacodynamic Analysis


220Stefaan Rossenu A mixture distribution approach to IVIVC modeling of a dual component drug delivery system


221Alexander Staab How can routinely collected comedication information from phase II/III trials be used for screening of potential effects on model parameters? A case study with the oral direct thrombin inhibitor Dabigatran etexilate


222Stacey Tannenbaum A Comparison of Fixed Dose-Controlled (FD) versus Pharmacokinetic Modified Dose-Controlled (PKMD) Clinical Study Designs


223Michel Tod Steady-state Equation for the Bicompartmental Model with Gamma Absorption. Application to Mycophenolate PK in Renal Transplant Patients


224Poster: Methodology- PBPK


224Frédérique Fenneteau A Physiologically Based Pharmacokinetic Model to Assess the Role of ABC Transporters in Drug Distribution


226Mathilde Marchand Predicting human from animal PBPK simulation combined with in vitro data


227Gianluca Nucci A Bayesian approach for the integration of preclinical information into a PBPK model for predicting human pharmacokinetics


228Software demonstration


228Roger Jelliffe The USC*PACK collection of BigWinPops software for nonparametric adaptive grid (NPAG) population PK/PD modeling, and the MM-USCPACK clinical software
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Claudio Cobelli Models of Glucose Metabolism and Control in Diabetes

Claudio Cobelli
University of Padova, Italy
Diabetes is one of the major chronic diseases, i.e. together with its complications it accounts for more than 10% of national healthcare expenditure. Modeling can enhance understanding of this disease in quantitative terms and is becoming an increasingly important aid in diagnosis, prognosis and in planning of therapy. In recent years the scope of modeling in relation to carbohydrate metabolism and diabetes has seen dramatic expansion such that it is now being applied across the spectrum from populations of patients (public health) to whole-body, to organ and to molecular level. I will discuss recent developments mostly concentrating on whole-body and organ modeling. At whole-body level I will discuss models to assess the efficacy of homeostatic control , e.g insulin sensitivity, beta-cell function, hepatic insulin extraction and their interplay, and of system fluxes, from dynamic intravenous (IVGTT) or oral (OGTT/meal) experiments, possibly also including tracers. At organ level models to assess key processes like glucose transport and phosphorylation in skeletal muscle, a key target tissue, from PET tracer experiments will be presented. Aspects of model validation will be addressed. A variety of studies will be reviewed where models have provided unique information on nonaccessible parameters/signals, thus enhancing the understanding of the physiology and pathophysiology of glucose metabolism, like obesity and diabetes. Population modeling will also be discussed viz a viz individual modeling strategies . In addition to parsimonious "models to measure" there is the need to develop in silico large scale simulation models. These models can help when it is either not possible, appropriate, convenient or desirable to perform a particular experiment on the system. Thanks to a recent large scale clinical trial a new in silico model has been developed which is capable of generating realistic synthetic subjects. I will discuss its use in the context of a JDRF artificial pancreas project.
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Celine Dartois Impact of handling missing PK data on PD estimation – explicit modeling of BLQ data in WinBUGS® reduced bias in the PD predictions - a preclinical example.

Dartois C, Looby M, He H, Steimer J-L, and Pillai G.
Modeling and Simulation, Novartis Pharma AG, Basel, Switzerland
Objectives: Purpose of this project was to compare 2 drugs, a lead compound and its backup on a pharmacodynamic endpoint based on their relative potency in animals.

Methods: Data came from 2 studies in which the 2 drugs were administered in single dose, some in cross-over and at different dose levels (from 0.1 to 10 mg and from 2 to 100 mg for the lead and its backup, respectively). PK and PD samples were taken at the same time, between 0.5 to 48h with non-balanced designs between the 2 studies. Exploratory analysis of the raw data was performed to highlight features of the design which could have an impact on modeling. Then, a non linear mixed effect approach was applied. Models were evaluated through a goodness of fit (GOF) and a visual predictive check.

Results: Exploratory analysis highlighted for the 2 drugs, a high variability in the absorption phase, and for the lead, paucity of data in the expected IC50 region. The lower limit of quantification (LOQ) of this drug was indeed approximately equal to IC50/2.5 and one quarter of data was below the LOQ (BLQ). Basic PKPD models for the 2 drugs, were analyzed using NONMEM, included 2 compartments and an Emax model, linked by common PD baseline. IIV variabilities were defined as log-normal. An inter-occasion effect was added on absorption parameters, an additive residual error model on log-transformed PK data. In the first approach, all BLQ data were discarded. Predictions of the missing data were often above LOQ and so induced an apparent bias in the PD estimation. It explained why a second approach was tested. The same PK models were fitted in Winbugs®, taken into account the different LOQ, with same considerations as in the first approach except for the inter-occasion effect, not included. Individual PK predictions were then introduced in the PD model fitted in NONMEM. For the 2 compounds, PKPD standard GOF of the 2 approaches were not really distinguishable. The second approach allowed to decrease significantly the number of missing data predictions above LOQ for the lead and in this way revealed this method to be more reliable. Other graphics showed the large impact of the second approach on the estimation of the PD parameters.

Conclusions: Handling missing data in PKPD modeling is a concrete question for which currently no perfect method is available [1]. More precisely, the handling of PK missing data may have a great impact on the PD estimations. In this project, the first method which was recommended despite its simplicity [2], used NONMEM® and discarded all PK data below LOQ. The second method used Winbugs®, in which BLQ data are identified and their influence on the likelihood is assessed. This second method which is also very simple to implement, offered largely more reliable PKPD results.

References: 
[1] Beal, SL. Conditioning on certain random events associated with statistical variability in PK/PD. JPP,2005(32)2.
[2] Beal, SL. Way to fit a PK Model with some data below the quantification limit. JPP 2001, (28)5.
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Philippe Jacqmin Basic PK/PD principles of proliferative and circular systems

Philippe Jacqmin (1), Lynn McFadyen (2) and Janet R. Wade (1)
(1) Exprimo NV, Lummen, Belgium; (2) Clinical Pharmacology, Sandwich Laboratories, Pfizer Inc., UK.
Mathematical modelling is increasingly being applied to interpret and predict the dynamics of diseases (1,2,3). Within the infectious disease field it is commonly accepted that viral dynamics (VD) are characterized by a fundamental biological principle: the basic reproductive ratio (4) (RR0). RR0 is a derived model parameter that gives the average number of offspring generated by a single virus during its entire life span, in the absence of constraints. When RR0 is higher than 1, the system grows, when RR0 is lower than 1 the system goes to extinction. At RR0 of 1, production and elimination are in equilibrium and the system just survives.  By extension and under certain assumptions, it can be proposed that proliferative systems such as bacteria, fungi and cancer cells share the same fundamental principle. 

The goal of therapeutic agents used to treat proliferative systems is to bring RR0 below the break point of 1 and eradicate the disease. The inhibitor concentration (IC) that decreases RR0 to 1 can be called the reproduction minimum inhibitory concentration (RMIC). Assuming non competitive inhibition, it can be demonstrated that RMIC is equal to (RR0-1)*IC50 where RR0 is system specific and IC50 (concentration of inhibitor that gives 50% of the maximum inhibition) is compound specific.  Across a population, the RMIC has a joint distribution arising from both RR0 and IC50. For a particular individual, when their IC is higher than their RMIC, the proliferative system goes to extinction. If IC is lower than the RMIC, the proliferative system will eventually grow (after a transient decrease in some cases: e.g. viral dynamics). 

Based on these two basic model parameters: RR0 and RMIC, several PK-PD principles of proliferative systems can be derived, such as:

· System survival (i.e. RR0INH=1) can occur at different levels of inhibition depending on RR0 (5): for example, when RR0=2, RMIC=IC50. When RR0=10, RMIC=9*IC50= IC90.

· When in vitro and in vivo RR0 are different (which is often the case), in vitro and in vivo RMIC will also be different. Only when both in vitro and in vivo RR0 are known can in vitro RMIC be scaled to in vivo RMIC and use to predict efficacious inhibitor exposure. 

· Mechanistically, logistic regression of binary outcomes such as failure/success rates as a function of drug exposure is an expression of the RMIC distribution across the population. 

· Time of failure or success is a function of the IC/RMIC ratio: e.g. for failure (ratio is below 1), then the further below 1 the ratio is, the earlier the failure.

· In order to be equally efficacious at steady state (i.e. same proliferation rate), two treatments (e.g. qd vs bid) should give rise to the same average RR0INH. This can easily be calculated using PK-PD simulations. Indirectly, it indicates that successful Cavg/RMIC, Cmin/RMIC and Cmax/RMIC ratios are PK (e.g. half-life) and schedule dependent. It also supports the concept of time above MIC (TAM) for time-dependent antibiotics (6).

· Time varying inhibition of proliferative systems can be handled by calculating the equivalent effect constant concentration (7). (ECC) which is equal to IC50*INHavg/(1-INHavg) where INHavg is the area under the inhibition-time curve divided by the dosing interval.

These fundamental and derived basic PK-PD principles will be illustrated using a simple PK-PD model for proliferative systems and a more complex PK-PD model for viral dynamics (3,8,9). based on the Lotka-Volterra principle. Finally, some considerations on the application of these concepts to circular (disease) systems such as inflammation, allergy and bone turnover will be briefly mentioned.

References: 
[1]. Chan PL, Holford NH. Drug treatment effects on disease progression. Annu Rev Pharmacol Toxicol, 2001;41:625-659.
[2]. Karlsson MO, Silber HE, Jauslin PM, Frey N, Gieschke R, Jorga K, Simonsson U. Modelling of glucose-insulin homeostasis in provocation studies; bridging between healthy volunteers and patients. In ‘Measurement and kinetics of in vivo drug effect 2006; Advances in simultaneous pharmacokinetic/pharmacodynamic modelling'. Edited by M Dahnhof, DR Stanski and P Rolan. Leiden/Amsterdam Center for Drug Research.
[3]. DeJongh J, Post T, Freijer J, DeWinter W, Danhof M, Ploeger B. Disease system analysis: distinguishing the disease status from the disease process. In ‘Measurement and kinetics of in vivo drug effect 2006; Advances in simultaneous pharmacokinetic/pharmacodynamic modelling'. Edited by M Dahnhof, DR Stanski and P Rolan. Leiden/Amsterdam Center for Drug Research.
[4]. Bonhoeffer S, Coffin JM, Nowak MA. Human immunodeficiency virus drug therapy and virus load. J. virol., 1997, 71, 3275-78.
[5]. Rosario MC, Jacqmin P, Dorr P, Van der Ryst E, Hitchcock C. A pharmacokinetic-pharmacodynamic disease model to predict in vivo antiviral activity of maraviroc. Clin Pharmacol Ther 2005; 78:508-19.
[6]. Craig W. Pharmacokinetic/pharmacodynamic parameters: rational for antibacterial dosing of mice and men. CID, 1998, 26, 1-12. http://www.journals.uchicago.edu/CID/journal/issues/v26n1/ja84_1/ja84_1.web.pdf
[7]. Rosario MC, Poland B, Sullivan J, Westby M, van der Ryst E. A pharmacokinetic-pharmacodynamic model to optimize the phase IIa development program of maraviroc. J Acquir Immune Defic Syndr. 2006 Jun;42(2):183-91.
[8]. Perelson AS, Neumann AU, Markowitz M., Leonard JM, Ho DD, HIV-1 dynamics in vivo: virion clearance rate, infected cell life-span, and viral generation time. Science, 1997, 271:1582-86.
[9]. Funk G, Fisher M, Joos B, Opravil M, Gunthard H, Ledergerber B, Bonhoeffer S. Quantitatification of in vivo replicative capacity of HIV-1 in different compartments of infected cells. JAIDS, 2001, 26: 397-404.
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Kristin Karlsson Modelling of disease progression in acute stroke by simultaneously using the NIH stroke scale, the Scandinavian stroke scale and the Barthel index

Kristin E. Karlsson(1), Justin Wilkins(1,3), Mats O. Karlsson(1) and E. Niclas Jonsson(1,2)
(1) Dep. of Pharmaceutical Biosciences, Uppsala University, Uppsala, Sweden, (2) Hoffman-La Roche Ltd, Basel, Switzerland, (3) Novartis Pharma AG, Basel, Switzerland
Objectives: The aim of this study was to develop a disease progression model jointly for three stroke scales; the NIH stroke scale, the Scandinavian stroke scale and Barthel index. The three stroke scales are assessing neurological and/or functional deficit in stroke patients.

Methods: Scores assessed on three occasions over a 90-day period in 772 acute stroke patients were used to model the time course of recovery using NONMEM VI. The patients were from the control arm of a double-blind, multinational, multicenter, placebo-controlled investigation of the efficacy of a novel acute stroke compound. At each measurement occasion, three discrete events, on each of the scales, were possible: attainment of a maximum score on the scale (full recovery), improvement or decline, or dropout [1]. Each of these possible events had a probability and a score change magnitude associated with it. A joint function for the dropout was used since the definition of dropout was withdrawal from the study, i.e. a dropout event will occur on all scales simultaneously. To accommodate the non-monotonic nature of these transitions, it was necessary to develop a strategy that considered both the longitudinal, continuous aspects and the probabilistic characteristics of the data simultaneously. Time-related variables, including baseline score, previous score, and time since the previous observation, were considered as predictors, as well as demographic covariates such as age. 

Results: A model using the information from three stroke scales was developed which included a joint dropout model and correlation between the interindividual variabilities in the three scales. 

Conclusions: In stroke studies several stroke scales are often used, e.g. one neurological and one functional assessment scale. With simultaneous modelling of these scales it is possible to combine information from the scales regarding for example correlations between interindividual variabilities between different scales. What is also important is that a simultaneous model enables the use of joint, i.e. scale independent, functions such as a dropout model. However, the scales can be used as predictors of the dropout event. This kind of model could utilise data across different scales collected in different trials.

Reference:
[1] Jonsson F et al. A longitudinal model for non-monotonic clinical assessment scale data. J Pharmacokinet Pharmacodyn. 2005 Dec;32(5-6):795-815.
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Teun Post Circadian rhythm in pharmacodynamics and its influence on the identification of treatment effects

Teun Post(1), Tomoo Funaki(2), Hiromi Maune(2), Henk-Jan Drenth(1)
1 LAP&P Consultants BV, Leiden, The Netherlands, 2 Otsuka Pharmaceutical Co., Ltd., Japan
Objectives: Compound X is a aquaretic compound, being developed for the treatment of a specific kidney disease. Population PK-PD models were developed on phase II data to support dose selection for upcoming phase III studies. The treatment effects were evaluated based on the paramaters urine osmolarity (OSM) and urine volume. For the derived pharmacodynamic models, inclusion of a circadian rhythm was required to describe a non-stationary baseline with substantial variability. The objective is to demonstrate the quantification of treatment effects on pharmacodynamic parameters under influence of a circadian rhythm.

Methods: Phase II study data were available for 18 subjects, which were randomised to two treatment arms, comprising of three periods each. In the first period all subjects received a single dose of 15 mg and in the second period a single dose of 30 mg. In the third period, subjects in one arm received a 15 mg bid and in the other arm 30 mg qd dosing for 5 days. Full PK profiles were available for the first and second period and for days 1 and 5 in the third period. Urine osmolarity and urine volume were measured before, during and after treatment for all periods. As the cumulative urine volume (CUV) can be derived by integreating the urinary production rate (UPR) over time, a model was developed which was able to describe the effect on both UPR and CUV in one comprehensive model with a circadian rhythm implemented on the UPR. The concentration-response relationship of compound X on OSM and UPR-CUV was modelled using turnover models with a circadian rhythm on baseline.

Results: The population PK model adequately described the observed PK, as shown by a visual predictive check and a bootstrap analysis. Inclusion of circadian processes in the PK-PD model for OSM resulted in the identification of a clear Emax exposure-response relationship. In contrast, the EC50 could not be precisely identified for the UPR-CUV model due to remaining residual variability not explained by a circadian rhythm. Nevertheless, both models showed an adequate perfomance in a visual predictive check.

Conclusions: Implementation of circadian rhythm was needed to distinguish the treatment effect from the non-stationary baseline response for OSM. This shows the importance of addressing circadian rhythm when quantifying treatment effects. The developed PK-PD model for OSM was used to support selection of appropriate dosage regimens in upcoming phase III studies.
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Klaas Prins Integrated Modeling & Simulation of Clinical Response and Drop-out of D2 receptor agonists in Patients with Early Parkinson’s Disease.

E.H. Cox (1)(3), N.H. Prins (1), G. D’Souza (2) & L. McFadyen (2)
(1) Pharsight, Strategic Consulting Services, Lent, The Netherlands, (2) Pfizer, Clinical Research and Development, Sandwich, UK, (3) Current: J & J Pharmaceuticals, Beerse, Belgium
Objectives:  This Modeling & Simulation (M&S) project aimed to establish a simulation framework for efficacy of the D2 receptor agonist sumanirole and its comparator ropinirole in the treatment of early Parkinson's disease (PD) to address drug development questions.

Methodology & Results: Available data consisted of longitudinal Unified Parkinson's Disease Rating Scale (UPDRS) II/III measurements from a total of 994 patients with early PD participating in two studies. The first was a 12-week placebo controlled fixed dose study (0, 2, 8, 24 & 48 mg) of sumanirole (7-week titration, 4-week maintenance and 1 week taper phases). The second study was a flexible-dose comparator study of placebo, sumanirole (≤ 16 mg) and ropinirole (≤ 24 mg) conducted over 40 weeks (13-week titration, 26 week maintenance, 1 week taper phases).

Using NONMEM, UPDRS response was modeled as a function of baseline UPDRS score, time and drug dose. A sizeable dropout due to tolerability issues or lack of efficacy was found in both studies. This was not consistently dose related or related to reported adverse events but correlated best with low response. Therefore response-related dropout was integrated into the UPDRS model. The dose-response relationship for sumanirole and ropinirole was best described by a power model which was validated and qualified through partial residual plots and posterior predictive checking. In the flexible dose study, no clear relationship was found between dose adjustment and lack of efficacy or adverse events. Without knowing the specifics for dose adjustment (or not) such flexible dose designs could not be simulated. Simulations under a fixed dose design indicated that in the expected patient population there is a reasonable probability that high doses of sumanirole (from 24 mg and upward) may be non-inferior on efficacy to ropinirole.

Conclusion:  An integrated efficacy/dropout model for D2 receptor agonist treatment of early PD was established, constituting a suitable framework for simulation of drug response in patients with PD. Simulation of flexible dosing designs requires more specific information than protocol guidance on reasons for dosing decisions. The characterization of the sumanirole dose response was helpful in decision making.
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Tim Sheiner Planning To Communicate

Tim Sheiner
Pharsight Corporation
Objectives: As a discipline, Pharmacometics has matured to the point where no educated observer doubts that a skilled pharmacometrician can contribute valuable information to any drug development program. And yet, the general sense within the pharmacometric community is that the pharmaceutical industry is not taking full advantage of the value this discipline offers. The premise of this theoretical talk is that at least some of this inefficiency occurs because people from other disciplines simply do not understand what pharmacometricians are talking about. In addition to discussing the source of this communication problem, this talk argues that pharmacometricians who want to be effective must focus on this issue, and provides a conceptual framework to help them do so.

Methods: The message of this talk is that communicating effectively requires planning. Specifically, this planning requires appreciation of three crucial issues. First, one must accept that communication is more about the other than about oneself. Second, one must recognize and embrace the emotional aspect of communication even in professional settings. Third, one must realize that one gets better at communication just as one improves in any skill: by studying established techniques, adopting appropriate tools and practicing.

Conclusions: Pharmacometricians use complicated mathematics to produce probabilistic information. Many other important participants in the drug development process simply do not understand how to evaluate and utilize this information. Therefore, in order for Pharmacometrics to deliver its full value to the process of drug development, its practitioners must focus not only on producing information but also on how to communicate that information effectively.

References 
[1] Lesko, “Paving the Critical Path: How can Clinical Pharmacology Help Achieve the Vision,” CP&T, 81:2, 2/2007.
[2] Mandema, et.al., “Model-based Development of gemcabene, a new lipid-altering agent,” The AAPS Journal, 7, E513-522. 
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Joe Standing Developmental Pharmacokinetics of Diclofenac for Acute Pain

JF Standing (1,2), RF Howard (1,3), A Johnston (4), I Savage (2), ICK Wong (1,2,3)
(1) Great Ormond Street Hospital for Children, London, UK; (2) School of Pharmacy, University of London, UK; (3) Institute of Child Health, University College London, UK; (4) St George’s Medical School, University of London, UK.
Introduction: Diclofenac is an effective, opiate-sparing analgesic widely used for peri-operative pain in children [1] with single doses of 0.5-2mg/kg being used in clinical practice.  Although no concentration/effect relationship has been ascertained, adult pharmacodynamic studies have shown a ceiling effect above 50mg [2].  Diclofenac's main therapeutic action is cyclooxygenase-2 (COX-2) inhibition, which occurs in a time-dependent manner in vitro [3]. There is no licensed paediatric oral formulation, and little published pharmacokinetic data in children.

Objectives: Investigate the ontogeny of diclofenac pharmacokinetics; recommend a suitable paediatric dose to achieve an equivalent effect of 50mg in adults.

Methods: Rich pharmacokinetic data in 30 adults given a 50mg dose was provided by the manufacturer of a new diclofenac oral suspension. A clinical pharmacokinetic study was carried out on a paediatric day-surgery ward.  Before surgery each child (age 1-12y) was given a 1mg/kg dose by oral syringe.  Serum samples were drawn on induction of anaesthesia, at the end of surgery and on removal of the venous cannula.  A digital watch was provided to each child, by which dosing and blood sampling times were recorded.  

Pooled adult and paediatric pharmacokinetic modelling was undertaken in NONMEM (version VI) using first-order conditional estimation with interaction.  The absorption phase was modelled using single and dual absorption compartments, with combinations of first, zero, mixed first and zero, and transit absorption models [4] tested.  Residual error was modelled separately for adult and paediatric data, assays having been performed in different laboratories.  The final model was evaluated using predictive checks.  Simulations were performed to predict paediatric dosing which gave similar exposure (AUC) to 50mg in adults, the rationale for this being that this is an effective dose in adults, the assumption that COX-2 concentration at the site of tissue injury is not developmentally different, and that enzyme drug exposure is important for analgesia [3].

Results and Discussion:  A total of 558 serum diclofenac concentrations from 100 (70 paediatric, 30 adult, weight range 9-93kg) patients were used in the pooled analysis.  Double peaks seen in raw plots were probably due to pH dependent diclofenac dissolution from solid particles in suspension.  A one compartment model with dual absorption compartments was chosen.  Allometric scaling of CL (wt^0.75) and VD (wt) [5] was added prospectively as part of the structural model in an attempt to delineate body size with age-related maturational variability.  Geometric mean standardised CL of 52.9, 50.8 and 50.4 L/hr/70kg were estimated for patients aged 1-3, 4-12 and adults respectively, showing the allometric model adequately explains variations in diclofenac CL with age.  This was confirmed by covariate analysis where there were no further significant influences on CL or VD.  Allometric scaling is based on the observation that basal metabolic rate scales with wt^0.75 across species [6].  It must be noted the proposition that basal metabolic rate scales with wt^0.75 cannot be tested in humans (i.e. within a species) as a 9-fold adult weight range would be required to see significant differences with other proposed scaling factors such as wt^0.67 [6].  In this study wt^0.75 reasonably explained changes in diclofenac CL with size; it is envisaged future work will lead to a time when children can be considered ‘small adults' in terms of drug dosing.     

Of the simulated doses investigated, 1mg/kg gave paediatric AUC values divided by adult 50mg AUC ratios of 1.00, 1.08 and 1.18 for ages 1-3, 4-6 and 7-12 respectively.  Dosing with body weight in a linear (1mg/kg) fashion produces almost a 20% difference in exposure between infants and children aged 7-12, which for diclofenac is unlikely to prove clinically significant either in terms of analgesia or adverse effects.  

Conclusions: The allometric wt^0.75 model adequately explained variability in CL with age for diclofenac, which may indicate maturation of diclofenac ADME is complete by 1 year.  This study has shown 1mg/kg to produce similar exposure in infants and children up to 12 years to 50mg in adults, and is acceptable for clinical practice; patients are unlikely to obtain further benefit from 2mg/kg.  It must be noted that dosing in a linear fashion will lead to higher exposure in older children, which is unlikely to be of clinical significance for diclofenac, but could be for drugs with a narrower therapeutic index.  Future work will investigate the influence of age and CYP2C9 genotype on the clearance of diclofenac to 4'-hydroxydiclofenac; and broader research on the development of a ‘paediatric delineation factor'. 

References: 
[1] Turner S, Longworth A, Nunn AJ, Choonara I. 1998. Unlicensed and off label drug use in paediatric wards: prospective study. British Medical Journal, 316:343-5.
[2] McQuay HJ & Moore RA. 1998. Postoperative analgesia and vomiting, with special reference to day-case surgery: a systematic review. Health Technology Assessment 2:1-236, Winchester, UK.
[3] Rowlinson SW, Kiefer JR, Prusakiewicz JJ, Pawlitz JL, Kozak KR, Kalgutkar AS, Stallings WC, Kurumbail RG, Marnett LJ. 2003. A novel mechanism of cyclooxygenase-2 inhibition involving interactions with Ser-530 and Tyr-385. Journal of Biological Chemistry, 46:45763-9.
[4] Savic R, Jonker DM, Kerbusch T, Karlsson MO. 2004. Evaluation of a transit compartment model versus a lag time model for describing drug absorption delay. PAGE Abstract.
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Ashley Strougo Mechanism-based model of the effect of co-administration of exogenous testosterone and progestogens on the hypothalamic-pituitary-gonodal axis in men

Strougo, A(1), Elassaiss-Schaap, J(2), de Greef, HJMM(2), Drenth, H(1)
(1) LAP&P Consultants BV, (2) PK-PD / M&S, Clinical Pharmacology & Kinetics, Organon
Objectives: Combined administration of testosterone (T) and progestogens has been investigated for the development of a male contraceptive method. Co-administration leads to suppression of the hypothalamic-pituitary-gonodal (HPG) axis, and consequently to reversible arrestment of spermatogenesis1,2. The aim of the current project is to develop a mechanism-based model of the homeostatic feedback mechanisms in the HPG axis to describe and quantify the suppressing effects on luteinizing hormone (LH), follicle stimulating hormone (FSH), and T following co-administration of T and one of the progestogens desogestrel (DSG) or etonogestrel (ENG).  

Methods: The model was developed using data obtained from 288 healthy, male subjects in five different clinical trials 1,2,3,4, where progestogen (DSG or ENG) was orally or subcutaneous administered alone or in combination with intramuscular administration of T enanthate (TE) or T decanoate (TD). The modelling was performed using NONMEM V in three stages with increasing complexity. Firstly, the status of the HPG axis prior to treatment was described. This was followed by the description of the effect of DSG administration, and subsequently after co-administration of DSG/ENG and T. 

Results: The homeostatic feedback relationships between T, LH, and FSH were implemented in the model with linked turn-over models. In this model framework, LH was assumed to stimulate the zero-order production rate constant (Kin) of T, and in turn, T was assumed to inhibit the Kin of LH and FSH. The inhibitive effect of DSG/ENG on LH and FSH formation appeared to be maximal in the current data set. Since the PK of both TE and TD could not be adequately characterised, it was described by an infusion thereby assuming constant T concentrations during treatment. This assumption resulted in overestimation of the T concentrations before steady state was achieved.

Conclusions: The model adequately described the time courses of LH and FSH and to lesser extent of T. Since arrestment of spermatogenesis is caused by suppression of LH and FSH, the next step is to link this mechanism-based model to the contraceptive effect, i.e. sperm-count. This mechanism-based modelling approach enables quantification of treatment effects on suppression of the HPG axis, by combining data of three hormones. Consequently, the developed model can be used in various stages of the development of male contraceptives.
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Kim Stuyckens Modeling Drug Effects and Resistance Development on Tumor Growth Dynamics

Kim Stuyckens, Stefaan Rossenu, Peter King, Janine Arts, Juan Jose Perez-Ruixo.
Johnson & Johnson Pharmaceutical Research & Development. Beerse. Belgium.
Objective: The objective of this study is to develop a semi-mechanistic model to quantify tumor growth dynamics, the anticancer drug effects and the development of resistance.

Methods: U87 human glioblastome cell lines were implanted subcutaneously into mice. One week after tumor inoculation, 317 mice bearing a palpable tumor were selected and randomized into control and treated groups, which included an oral anticancer drug treatment at doses ranging from X to 40X mg/m2 and given as continuous (once daily or once weekly) or intermittent dosing (daily for 7 consecutive days on a 14 days cycle or daily for 3 consecutive days on a 7 days cycle). A total of 1699 measurements of tumor volumes were modeled using NONMEM. An exponential growth model described the tumor dynamics in nontreated animals. In treated animals, the tumor growth rate of sensitive cells was decreased by a factor proportional to both drug concentration and number of proliferating sensitive tumor cells as previously described1. A transit compartmental system was used to model the process of cell death, which occurs at later times. In addition, sensitive tumor cells that became resistant were less sensitive to drug concentration and follow an exponential growth model, similarly to what has been reported earlier2. In absence of pharmacokinetic data, a "kinetics of drug action" model, as described by Jaqmin et al3, was used to characterize the time course of tumor growth. The model was evaluated using visual predictive check. 

Results: Typical value (%CV) of exponential tumor growth rate was 0.22 day-1 (11%). The drug effect on sensitive cells is 7 times higher than the effect on resistant cells. Damaged cells died after approximately 9 days and the resistance rate was estimated to be equal to 0.03 day-1. Visual predictive check confirmed that the model developed was suitable to describe the tumor cells dynamics in presence of anticancer treatment. 

Conclusions: The integration of tumor growth data using modeling approach allows to characterize the dynamics of the tumor growth, to quantify the drug potency and to describe the development of drug resistant cells. This model can be used prospectively to optimize the design of future preclinical studies.

References:
[1]. Simeoni, M et al. Clinical Cancer Research 2004; 64, 1094-1101.
[2]. Chung, P et al. Antimicrobial Agents Chemother. 2006; 50: 2957-2965.
[3]. Jacqmin, P et al. J. Pharmacokinetics and Pharmacodynamics. 2007; 34: 57-85.
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Benoit You Kinetic models of PSA decrease after surgery in prostate tumor diseases as a help for clinician interpretation

Benoit You (1,2) , Paul Perrin (1,2), Philippe Paparel (1,2), Gilles Freyer (1,2), Olivier Colomban (1) Brigitte Tranchand (1,3), Pascal Girard (1)
(1)EA3738 Faculté de Médecine Lyon Sud, Université de Lyon, Lyon, France (2)Hospices civils de Lyon, Lyon, France (3) Centre Léon Bérard, Lyon, France
Objectives: In order to characterize Prostate Specific Antigen (PSA) compartments releases (anatomy transitional and peripheral zones) and prognostic value of PSA decrease on patient's outcome, we built a kinetic model of PSA decline after prostate surgery in 109 patients with prostate tumor diseases. 

Methods: 
Patients: Fifty four Prostate Benign Hyperplasia patients treated with adenomectomy (PBH=adenoma developed within transitional zone; n=54, median age 62 years, creatinin clearance (CCL) 80 mL/min) and fifty five limited prostate cancer patients treated with radical prostatectomy (n=55; median age:69 years, CCR: 84 mL/min; 6.76 PSA assays/patient, differentiation score Gleason 7, pathology stage T2N0 to pT3N1) were included in a retrospective study.

Data: Data base involved 553 post-surgery values of serum PSA over a 4 years period (mean 3.35 PSA assays/patient in adenomectomy group and 6.76 in prostatectomy group) with a median follow-up of 97 days for adenomectomy group and 285 days for prostatectomy group.

Models: PSA declines were fitted according to multi-exponential models using NONMEM v5 with FOCE INTER. All parameters were considered with inter-individual variability (IIV) and patient's covariates were tested in models in order to reduce IIV.

Since the post-adenomectomy PSA showed a re-growth after few weeks linked to the PSA prostate residual peripheral zone production, a third exponential was added in the model to describe this phenomenon.Afterwards models were validated using visual predictive check.

Relationships between PSA decline profile and on one hand patients outcome (PSA biologic relapse: RLPS: 0=no, 1=Yes) and on the other hand 18 months relapse free survival (RFS%)) were determined using S-PLUS.

Results:
The best model was a bi-exponential one using multiplicative error.

After adenomectomy for PBH (n=54), PSA was fitted by: 

PSA(t)= ((13.6-0.116*CCL)*EXP(-0.36*t))+4.54*EXP(-0.19*t)+0.75*EXP(+0.00024*t)

The final IIV of first, second and third exponential rates were 58%, 83% and 66% respectively.

According to this equation, we can infer the individual predicted PSA production by the transitional zone (median 0.126 ng/mL/ tissue gramme) which is close to the literature values evaluated by anatomopathology. Moreover, the PSA prostate peripheral production is estimated to be about 0.75ng/mL. 

After radical prostatectomy for prostate cancer (n=55), PSA decrease (from Day 0 to 30 after surgery) was described by:

PSA(t)= ((8.58 -0.042*CCL)*EXP(-0.21*t)) + (1.84 + 1.87*RLPS)*EXP(-0.39*t)

IIV of first and second exponential rates were 33% and 53% respectively. This equation allowed us to calculate the PSA Area Under the Curve (AUC).Patients who presented a RLPS had an increased PSA AUC (33.16 vs 29.10 ng/mL.day, p=0.04). 

Total PSA production was assumed to be the sum of: the PSA prostate transitional zone (adenoma) production, PSA prostate peripheral zone production and PSA cancer production. Consequently, the predicted PSA prostate cancer compartment production was estimated to be 0.038 ng/mL/gramme of cancer tissue. Relapse free survival was significantly better in patients with a small PSA cancer compartment production (linear regression, p=0.03).

Conclusions: Using modeling in 2 prostate tumor diseases, we not only determined prostate transitional and peripheral compartments production (results consistent with literature) but also PSA cancer compartment production. We showed the influence of renal function on PSA. Our results confirm the relationship between PSA decrease and cancer relapse. We planned to build a model describing relapse risk according to PSA AUC in order to give to physicians a tool for PSA interpretation after surgery.
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Karl BRENDEL Normalized Prediction Distribution Error for the Evaluation of Nonlinear Mixed-Models

Brendel K1,2, Comets E1, Laffont C.M2, Mentré F1,3.
(1)INSERM U738, Paris, France; University Paris 7, Paris, France;(2)Institut de recherches internationales Servier, Courbevoie, France;(3)AP-HP, Bichat Hospital, Paris, France.
Introduction: Although population pharmacokinetic and/or pharmacodynamic model evaluation is recommended by regulatory authorities, there is no consensus today on the appropriate approach to assess a population model. We have also shown in a recent literature survey [1] that model evaluation was not appropriately performed in most published population pharmacokinetic-pharmacodynamic analyses. In this context, we describe a new metric, that can be used for model evaluation in population PK or PD analyses. Our objectives were firstly to illustrate this metric by proposing different tests and graphs and secondly to evaluate it by simulation for a pharmacokinetic model with or without covariates.

Definition of the Normalized Prediction Distribution Error (NPDE): The null hypothesis (H0) is that data in the validation dataset can be described by a given model. Let MB be a model built from a dataset B and V a validation dataset. 

Among the different approaches proposed in the literature to evaluate a population model, standardised prediction errors (computed in NONMEM through WRES) are frequently used, but they are computed using a first-order approximation. In this context, we developed a metric called Normalized Prediction Distribution Error (NPDE) based on the whole predictive distribution. For each observation, we define the prediction discrepancy as the percentile of this observation in the whole marginal predictive distribution under H0 [2]. The predictive distribution is obtained through Monte Carlo simulations. As prediction discrepancies are correlated within an individual, we use the mean and variance of predicted observations estimated empirically from simulations to obtain uncorrelated metrics [3]. NPDE are then obtained using the inverse function of the normal cumulative density function. By construction, if H0 is true, NPDE follow a N(0, 1) distribution without any approximation and are uncorrelated within an individual.

For WRES and NPDE, we use a Wilcoxon signed rank test to test whether the mean is significantly different from 0, a Fisher test to test whether the variance is significantly different from 1, a Shapiro-Wilks test to test if the distribution is significantly different from a normal distribution and a Kolmogorov-Smirnov test to test the departure from a N(0, 1) distribution. We have to consider sequentially the four tests to decide whether to reject a validation dataset.

a) Illustrative example
NPDE and WRES were applied to evaluate a one compartment model built from two phase II studies with zero order absorption and first order elimination. These metrics were applied on 2 simulated validation datasets based on the design of a real phase I study: the first (Vtrue) was simulated with the parameters values estimated in MB; the other one was simulated using the same model and a bioavailability multiplied by two (Vfalse).

Even on Vtrue, WRES were found to differ significantly from a normal distribution and NPDE followed a normal distribution. The mean was not significantly different from 0 for WRES and NPDE. On Vfalse, WRES and NPDE were not found to follow a normal distribution and showed a mean significantly different from 0. In conclusion, NPDE was able to appropriately evaluate Vtrue and reject Vfalse, while WRES showed less discrimination.

b) Evaluation of the type I error by simulations

The model used for simulations was a one compartment model with first order absorption built from two phase II and one phase III studies. We simulated with this model (without covariates) 1000 external validation datasets according to the design of another phase III study and calculated NPDE and WRES for these simulated datasets. We evaluated the type I error of the Kolmogorov-Smirnov test for these two metrics. The simulations under H0 showed a high type I error for the Kolmogorov-Smirnov test applied to WRES, but this test presents a type I error close to 5% for NPDE.

Evaluation of NPDE applied to a model with covariates: We considered here covariate models and investigate the application of NPDE to these models. We used covariates of a real phase III study and generated several validation datasets under H0 and under alternative assumptions without covariates, with one continuous covariate (weight) or with one categorical covariate (sex). We proposed two approaches to evaluate models with covariates by using NPDE. The first approach uses the Spearman correlation test or the Wilcoxon test, to test the relationship between NPDE and weight or sex, respectively. The second approach tests whether the NPDE follow a N(0, 1) distribution after splitting them into different groups of values of the covariates. Regarding the application of NPDE to covariate models, Spearman and Wilcoxon tests were not significant when models and validation datasets were consistent. When validation dataset and models were not consistent, these different tests showed a significant correlation between NPDE and covariates. We also find the same results by using the Kolmogorov-Smirnov test after splitting NPDE by covariates. 

Conclusions: We assess here by simulation the statistical properties of NPDE for evaluation of a population pharmacokinetic model in comparison with WRES. We also evaluate the ability of NPDE to detect misspecification in the covariate model.
The use of NPDE over WRES is recommended for model evaluation. NPDE do not depend on an approximation of the model and have good statistical properties. They can be viewed as a good alternative way of evaluation by looking at MC simulated predictions. NPDE thus appear as a good tool to evaluate population models, with or without covariates.

References: 
[1] Brendel K., Dartois C., Comets E., Lemenuel-Diot A., Laveille C., Tranchand B., Girard P., Laffont C.M., Mentré F. Are Population Pharmacokinetic and/or Pharmacodynamic Models Adequately Evaluated? Clin Pharmacokinet 2007; 46 (3): (2007).
[2] Mentré F., S. Escolano S. Prediction discrepancies for the evaluation of nonlinear mixed-effects models. J Pharmacokinet Pharmacodyn. 33(3):345-367 (2006).
[3] Brendel K., Comets E., Laffont C., Laveille C., Mentré F. Metrics for external model evaluation with an application to the population pharmacokinetics of gliclazide. Pharm Res. 23(9):2036-2049 (2006).
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S. Y. Amy Cheung Identifiability Analysis and Parameter List Reduction of a Nonlinear Cardiovascular PKPD Model

Sau Yan Amy Cheung (1), James W. T. Yates (2), Oneeb Majid (3), Leon Aarons (4)
(1) The Centre for Applied Pharmacokinetic Research (CAPKR), School of Pharmacy and Pharmaceutical Sciences, University of Manchester, Manchester; (2) Astrazeneca R&D, Alderley Park, Macclesfield; (3) Medeval Ltd, Skelton House, Manchester Science Park, Manchester
Objective: Pharmacokinetic and pharmacodynamic modelling is becoming evermore sophisticated. Specifically there has been a drive to create more mechanistically relevant models. A particular feature of these models is that parameter values have to be inferred from observations of a small subset of the compartments in the model. In this talk, the problems caused by this and solutions, are examined.

Introduction: The distribution in the body and the effect on the cardiac system of an alpha 1A/1L partial agonist can be described by adapting a previously published nonlinear cardiovascular PKPD model [1]. This model comprises a linear two-compartment PK model with first order absorption and elimination and a PD model which characterises the regulation of the effects of the increased peripheral resistance induced by the constriction of blood vessels. A Hill-type Emax function is used to link the PK model to the reduction in total peripheral resistance in the PD of the model. The PD model consisted of four hemodynamic variables, total peripheral resistance (TPR), heart rate (HR), mean arterial pressure (MAP) and auxiliary control which described the arterial baroreceptor reflexes in the heart. Within the auxiliary control component a mechanism was incorporated for a first order delay. All these variables are joined together to form a closed loop control system to maintain the arterial pressure.

Experimentally the following measurements may be made: plasma concentration (Cp), mean arterial pressure and heart rate. The pharmacodynamic component of the model has 12 unknown parameters. These parameters can be divided into 4 types: three time constant parameters, three physiological parameters for setting the variables to their equilibrium levels, four control parameters related to heart rate and total peripheral resistance and two parameters for the Emax function. Some of these were found to be not well determined from parameter estimation using NONMEM version 5; these parameters were also found to have little influence during global sensitivity analysis. The sensitivity analysis of the PK-PD model was done using Simlab 1.1 and Matlab. Such a phenomenon suggested a potential unidentifiability status of these parameters within the model. Application of structural identifiability analysis [2] to the model was sought in order to verify the cause and factors of this phenomenon: whether it is due to the estimation technique or lack of structural identifiability of the model.

The goal of structural identifiability analysis is to evaluate the internal structure of a mathematical model based purely on the input-output responses, with the assumption of perfect noise free data. If all the unknown parameters in the model may be uniquely determined, then the model is globally uniquely identifiable. This means that the model is unique and the estimated parameters will be unique. If one or more of the parameters may take more than one of a finite number of values without affecting the goodness of fit then the model is locally identifiable. Finally, if there is one parameter that may take on an infinite number of possible values then the model is unidentifiable; this means there are infinite sets of parameters values that will fit to the model equally well. In this situation, re-design, reparameterisation or model reduction of the original model is necessary.

Methods: Generally, different methods are available for structural identifiability analysis of a nonlinear model such as the Taylor series expansion approach [3], the similarity transformation approach [4] and the differential algebra approach [5]. The nonlinear similarity transformation approach was considered in this study due to its robustness in handling complex models. For the analysis to apply, it is necessary for the model to be both controllable and observable. The nonlinear similarity transformation approach is not straightforward as a non-linear mapping is involved in the analysis; therefore a modified nonlinear similarity transformation approach was used. The new modified version makes use of the theorem [6] stating that if the differential equations of the model are polynomial in the state variables and the observation function is linear in terms of state variables, then it is sufficient to consider a linear map in the analysis. Therefore, to simplify the analysis, the PD model was rewritten in polynomial form and an extra state was added to ensure linear observation. The PK and PD parts of the model were analysed simultaneously. All the unknown parameters in the PK model were assumed to be known to decrease the complexity of the analysis and because the parameters were originally estimated in a sequential manner. Using this approach a linear mapping was deduced that altered the parameters in the model, but left the predicted time course for the observed variables unchanged.

Results: The analysis was conducted using MATHEMATICA (version 6). The parameters related to the control mechanism were found to be unidentifiable while all the equilibrium, time constant and core PD parameters were found to be globally identifiable. This result leads to an unidentifiable model which confirmed the findings from the sensitivity analysis and parameter estimation.

The reparameterisation [7], also known as parameter list reduction, method was then used as it may be applied using the similarity transformation that had already been deduced. In this method, the Taylor series of the similarity transformation criteria is calculated. It was found that the model is rank deficient by one and this means that the new parameterisation will have one less parameter than the old parameterisation. The model with one less parameter was used for a second structural identifiability analysis. It was confirmed that the new model parameterisation was now globally identifiable.

The improved identifiability of the model was then confirmed by a simulation study. A patient population was simulated in NONMEM and then refitted to confirm improved convergence of the estimation algorithm and that the estimated parameter values were comparable to those used for the simulation.

Conclusion: Structural identifiability analysis and parameter list reduction can be a helpful tools for the analysis of mechanistic PK-PD models. The example considered demonstrates how a model may be reduced in complexity while maintaining mechanistic relevance. The parameter list reduction technique allowed the similarity transformation to be used, allowing the two stages of analysis to be more computationally economical. Rewriting the model further reduced the complexity of the analysis required. This approach may be applied to a large class of models and so potentially allows the application of structural identifiability analysis to more complex PKPD models. 
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Radojka Savic Importance of Shrinkage in Empirical Bayes Estimates for Diagnostics and Estimation: Problems and Solutions

Radojka M. Savic and Mats O. Karlsson
Div. of Pharmacokinetics and Drug Therapy, Dept of Pharmaceutical Biosciences, Faculty of Pharmacy, Uppsala University, Sweden
Introduction: Empirical Bayes estimates (EBEs), known also as POSTHOC estimates, provide modelers with individual-specific values, such as individual predictions (IPRED), estimates of interindividual (η) differences and residual error (IWRES) components. These estimates are conditional on individual data and on population parameters. Thus, whenever data becomes sparse or uninformative, the EBE distribution will shrink towards zero (η-shrinkage = 1-SD(ηEBE,P)/ωP, for given parameter P), IPREDs towards the corresponding observations, and IWRES towards zero (ε-shrinkage = 1-SD(IWRES)).(1) However EBEs are widely used in estimation process (FOCE), graphical diagnostics and recently as the points of support for nonparametric (NONP) distribution estimation in NONMEM VI.(1-3)  In this work, we investigate how phenomenon of shrinkage affects these three aspects of population analysis, qualitatively and quantitatively. Additionally, solutions to some of these issues are suggested and explored.

Methods: (i) Shrinkage and EBE-based diagnostics This aspect was explored using PK (one compartment, first/zero order absorption, transit compartment model) and PD (Emax, indirect effect) models. Multiple datasets were simulated from these models such that estimated EBE distribution would results in gradually increasing extent of shrinkage for each simulation case. EBEs were estimated in NONMEM based on the true or a misspecified model. Standard errors (SEs) of EBEs were also estimated. Quantitative relationships between η- and ε-shrinkage and informativeness of EBE-based diagnostics were evaluated.

(ii) Shrinkage and Estimation Method Pharmacokinetic data sets (100 sets for each condition) were simulated from a one compartment iv bolus model. Three scenarios with respect to EBE shrinkage magnitude were studied: (a) < 5% (low), (b) < 25% (medium) and (c) > 25% (high.). The extent of shrinkage was calculated after fitting the true model to this data and it was assessed by varying residual error magnitude (higher the residual variability greater the shrinkage) and with choice of sampling times. Each simulated data set was analyzed with the true model using FOCE and FO estimation method. To compare the estimated and the true parameter values, the relative estimation error and the absolute value of the relative bias (ARB) in parameter estimates were evaluated.

(iii) Shrinkage and NONP distribution estimation The same datasets from part (ii) were used to estimate nonparametric distributions. These distributions were evaluated at different percentiles and compared to the true ones using same statistics as described above. QQ plots and marginal cumulative density distribution plots were used as an additional tool to inspect the estimated distributions. Three methods for generating the support points in the presence of shrinkage were explored: (a) posthoc ηs based on the final parametric model (default NONMEM method); (b) posthoc ηs based on the final parametric model and inflated variances (inflation method), and (c) posthoc ηs from the final parametric model enhanced with n (here n=200) additional support points generated by simulation from the final model (simulation method).

Results: (i) Shrinkage and EBE-based diagnostics Already 20-40% of η-shrinkage magnitude was sufficiently high to render EBE-based model diagnostics fundamentally misleading (hidden or falsely induced EBE-EBE correlations, distorted, hidden or falsely induced covariate relationships etc.) IPRED failed to detect structural model misspecification already at the ε-shrinkage magnitude of 20-30%. Similar extent of ε-shrinkage was sufficiently high to diminish the power of IWRES to identify the residual model misspecification. Estimation of EBE standard errors was valuable to determine the informative / uninformative EBEs.

(ii) Shrinkage and Estimation Method  With FO, the ARB in estimated parameters ranged from 0-15 % no matter which study design was used to generate datasets. With FOCE and low shrinkage, ARB in parameter estimates was negligible (< 2%); with medium shrinkage ARB  increased up to 5% while for the analysis of data with high shrinkage, ARB in parameter estimates approached the ARB value observed with FO. 

(iii) Shrinkage and NONP distribution estimation Increased ARB in nonparametric distribution (up to 25%) was observed for studies with both medium and high extent of shrinkage as a consequence of rather sparse and restricted grid of support points used in the default nonparametric estimation. For the case with medium shrinkage, the bias was reduced down to < 5% using a new set of support points (EBEs) computed using the inflation method. However, when shrinkage had become substantial, EBEs would remain located around population mean regardless the variance used for inflation. To resolve this issue, the new "simulation" method was developed that uses a denser grid of support points at which the NONP distribution is to be evaluated. This approach was tested using datasets with low to high shrinkage extent. QQ plots showed an excellent agreement between the true and improved nonparametric distributions which was also confirmed by inspection of cumulative probability density functions.

Conclusions: The shrinkage phenomenon affects all three evaluated aspects of population analysis: EBE-based diagnostics are essentially of no value, parameter estimation bias using the FOCE method becomes similar to the FO method and estimated nonparametric distribution shows increased bias when the default method is used. For diagnostic purposes, it is desirable to report extent of ε- and η-shrinkage to assess the relevance of graphs employing EBEs, IPRED and IWRES. SEs of individual ηs can provide additional information to allow informative diagnostics even in the presence of shrinkage. A new approach to obtain points of support for the nonparametric method has been developed that resulted in good estimation properties even in the presence of high shrinkage. 
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France Mentré Software for optimal design in population pharmacokinetics and pharmacodynamics: a comparison
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Introduction: Following the first theoretical work on optimal design for nonlinear mixed effect models, this research theme has rapidly grown both  in methodological and application developments. There are now several different software tools that implement an evaluation of the Fisher information matrix for population PK and PD models and proposed optimization of the experimental designs. In 2006, the Population Optimal Design of Experiments workshop was created with a meeting every year in May (www.maths.qmul.ac.uk/~bb/PODE/PODE2007.html). This year at PODE07 a special session was organized to present different software tools for population PK/PD optimal design and to compare them with respect to their statistical methodology.

Objectives: ) To present the different software tools; 2) To compare the statistical methods implemented in these tools; 3) To report the conclusion of the PODE07 meeting with respect to future software development in population PK/PD design.

Methods: The software tools will be compared with respect to: a) their  availability, b) required language, c) library of PK or PD models, d) ability to deal with multiresponse models and/or with models defined by differential equations, e) approximations made to compute the Fisher information matrix, f) optimisation criteria, g)optimisation algorithms, h) ability to optimize design structure, i) ability to deal with constraints in sampling times, j) availability of optimisation trough sampling windows, k) assessment of user specified designs,  l) ability to deal with unbalanced multiresponse designs, m) ability to deal with correlations between random effects, o) provided outputs ...

Results: The five software tools discussed at PODE07 are (in alphabetical order): PFIM (S. Retout & F. Mentré), PkStaMP (S. Leonov), PopDes (K. Ogungbenro & I. Gueorguieva) PopED (A. Hooker), and WinPOPT (S. Duffull). Tables comparing the software with respect to the different aspects described in the method section will be reported. The conclusions of the PODE07 meeting regarding future software development for optimal design in population PK/PD will be presented.
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Joakim Nyberg Sequential versus simultaneous optimal experimental design on dose and sample times

Joakim Nyberg, Mats O Karlsson, Andrew Hooker
Department of Pharmaceutical Biosciences, Uppsala University, Uppsala, Sweden
Background: To increase the efficiency of trials in drug development, optimal experimental design has been used to optimize the sampling schedule. This produces a sampling schedule that will give the most information possible, given a model [1]. In addition, optimizing other model dependent variables, e.g. dose, has recently been possible with some optimal design software [2]. 

Aim: To investigate different optimization strategies, simultaneous vs. sequential optimization, when optimizing over both sampling schedule and dose. 

Methods: The PKPD model used is a one-compartment PK model with first-order absorption and linear elimination linked with a sigmoidal Emax PD model [3]. Dose and sampling times are varied between groups with one dose, 2 PK and 3 PD samples taken within each group. Initial dose and sample times are evenly spread across the design space. Optimization is performed in POPED [2] on 1-5 groups with 20 individuals each. Three different optimization strategies are used; (i) dose-sampling times sequentially, (ii) sampling times-dose sequentially and (iii) dose-sampling times at the same time. When using the sequential approach, e.g. dose first, the dose is fixed after optimization and the optimal sampling schedule is calculated with the fixed optimized dose. 

Results: Different doses give different optimal sampling schedules and vice versa. When optimizing the dose first and then sampling schedule, the efficiency [4] in some cases was 55 % of the efficiency using the simultaneous optimization technique. Sequential optimization of time first has at minimum in our setup an efficiency of 75 % of the simultaneous approach. The coefficients of variance (CV) of the model parameters are increased in most of the parameters when optimizing in sequence, with some parameters this increase can be as much as 190 %.

Discussion: Optimizing over both dose and sampling times could change the optimal experimental design with respect to sampling schedules and hence a whole trial. The large differences in efficiency with different optimization strategies indicate that these strategies are of importance. Furthermore, the decrease in efficiency also reflects an over-all increase in CV of the model parameters indicating a higher uncertainty to the model. 

References:
[1]. Mentré, F., Mallet, A. and Baccar, D., Optimal design in random-effects regression models. Biometrika, 1997. 84(2): p. 429-442.
[2]. Foracchia, M., Hooker, A., Vicini, P. and Ruggeri, A., POPED, a software for optimal experiment design in population kinetics. Comput Methods Programs Biomed, 2004. 74(1): p. 29-46.
[3]. Hooker, A. and Vicini, P., Simultaneous population optimal design for pharmacokinetic-pharmacodynamic experiments. Aaps J, 2005. 7(4): p. E759-85.
[4]. Retout, S., Mentre, F. and Bruno, R., Fisher information matrix for non-linear mixed-effects models: evaluation and application for optimal design of enoxaparin population pharmacokinetics. Stat Med, 2002. 21(18): p. 2623-39.
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Justin Wilkins A flexible approach to modeling variable absorption in the context of repeated dosing: illustrated with rifampicin

Justin J Wilkins (1,2), Radojka M Savic (2), Mats O Karlsson (2), Grant Langdon (1), Helen McIlleron (1), Goonaseelan (Colin) Pillai (3), Peter J Smith (1), Ulrika SH Simonsson (2,4)
(1) Division of Clinical Pharmacology, Department of Medicine, Faculty of Health Sciences, University of Cape Town, Cape Town, South Africa; (2) Division of Pharmacokinetics and Drug Therapy, Department of Biopharmaceutical Sciences, Uppsala University, Uppsala, Sweden; (3) Modeling & Simulation, Clinical Development & Medical Affairs, Novartis Pharmaceuticals AG, Basel, Switzerland; (4) Clinical Pharmacology, AstraZeneca R&D, Mölndal, Sweden
Introduction and Objectives: A flexible transit compartment absorption model (TCAM), in which a delay in the onset of absorption and a gradually changing absorption rate were modeled as drug passage through a chain of hypothetical compartments before reaching the absorption compartment, has been demonstrated previously [1]. The original approach, which allowed for numerical estimation of the number of transit compartments in the chain, was extended to support its application to data arising from a multiple-dosing schedule. We present this approach, demonstrating its superiority over a range of other techniques, using the complex and variable absorption of rifampicin in pulmonary tuberculosis patients as an example.

Methods: Three datasets containing 2 913 rifampin plasma concentration-time data points, collected from 261 South African pulmonary tuberculosis patients receiving regular daily treatment for at least 10 days, were pooled. The pharmacokinetics were analyzed using nonlinear mixed-effect modeling. Various approaches to characterizing the absorption of rifampicin were tested, including nonlinear absorption, dual absorption compartments, lag time parameters, and the extended TCAM.

Results: The best fit was provided by the adaptation of the TCAM for multiple dosing, which proved superior to the other methods tested for describing the absorption phase. The adjusted TCAM successfully described atypical profiles in the data, produced a substantial improvement in overall goodness-of-fit, and was able to reproduce the central tendency and variability of the data in simulations.

Discussion: The model assumes a gradual increase in the absorption rate, which results in a smoother initial rise in the plasma concentration towards the maximum than that offered by the other approaches tested. The extended TCAM provides the same benefits as the previously-described method – despite its fundamentally empirical nature, it offers a better approximation of underlying physiological processes, as well as desirable computational properties – and adds support for multiple dose regimens, which are much more common in practice than single-dose scenarios. The extension of the TCAM to multiple dose data relies on the assumption that the complete dose has reached the absorption compartment before the next dose is given. Further, the pharmacokinetics of rifampicin were successfully described in a patient population. 

Conclusions: The multiple-dose adaptation of the TCAM is shown to be a robust and flexible method for dealing with highly variable absorption.

References: 
[1] Radojka M. Savić, Daniël M. Jonker, Thomas Kerbusch, Mats O. Karlsson. Evaluation of a transit compartment model versus a lag time model for describing drug absorption delay. PAGE 13 (2004) Abstr 513 [www.page-meeting.org/?abstract=513].
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Stefano Zamuner Optimal Design to Estimate the Time Varying Receptor Occupancy Relationship in a PET Experiment

Stefano Zamuner, Roberto Gomeni
GlaxoSmithkline - CPK/MS Verona - Italy
Objectives: Positron emission tomography (PET) is one of the most effective imaging techniques used to investigate ligand-receptor binding in living brain. In a PET experiment the total number of subjects and the number of PET scans per individual are limited either for cost or for ethical reasons (no more that 3 scan per subject). On this basis, the definition of the experimental design may become a critical issue for the assessment of the population PK/RO relationship especially when a slow dissociation model characterizes the drug-receptor interaction. The purpose of this work is to define an optimal PET experiment strategy and to present a case study where this methodology is applied to evaluate the PK/ RO relationship for a novel 5-HT1A antagonist.

Methods: A mechanistic model was used to estimate the time-varying relationship between RO and PK. A receptor association-dissociation model was established from pre-clinical data:

dRO/dt=kon·Cp·(RT-RO)-koff·RO

Designs were optimized using a D-optimality criterion as implemented in the WinPOPT software (1). 

A comparison of population optimal designs with an empirical approach for designing a PET experiment aimed to estimate the PK/RO relationship is presented. PK parameters obtained from a population PK model were considered as a known independent variable in the exploration of parsimonious PET experiment. A series of alternative designs were considered to explore the influence of: a) the PET scan time allocation, b) the number of subjects to elementary design and, c) the number of dose levels.

Results: All designs explored have a total of 32 samples (N=2 PET scans x 16 subjects). In the empirical design PET scans were performed at Tmax and trough levels (four doses with same PET scan time for each dose group).
The efficiency criterion (2) for any given design showed that all the optimized designs improved the empirical ones (efficiency increased of at least 500%). Allocation of the appropriate time appeared to be the most critical factor to improve efficiency compared with number of groups/doses. 
Finally, a Monte Carlo simulation was used to assess the performance of optimal designs by estimating the kon and koff parameters (fixed/random effects) from simulated data. Performances were measured as bias, precision and accuracy. The optimized design provided more accurate and reliable model parameter estimates. 

Conclusions: The results show that population D-optimal design provided more accurate and reliable model parameter estimates. 

References: 
[1] Retout S, at al. Comput. Meth. Prog. Biomed. 2001; 65(2):141-51.
[2] Duffull S, et al. J. Pharmacokinet. Pharmacodyn. 2005; 32:441-57.
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Chantaratsamon Dansirikul Insulin secretion and hepatic extraction during euglycemic clamp study: modelling of insulin and C-peptide data

C. Dansirikul, M.O. Karlsson
Division of Pharmacokinetics and Drug Therapy, Uppsala University, Uppsala, Sweden
Objectives: Insulin and C-peptide are co-secreted peptides from beta-cells on an equimolar basis. While 40-85% of insulin have been reported to be extracted by liver after secretion1-3, only a negligible amount of C-peptide is lost on a single pass through the liver. This analysis was performed to characterize the endogenous insulin secretion profile and its hepatic extraction when C-peptide data were utilized as a measure of pre-hepatic secretion. 

Methods:  Insulin and C-peptide concentration-time data were available from 15 healthy volunteers, who participated in a 24-hour euglycemic clamp study (without insulin injection). NONMEM VI with First Order Conditional Estimation (FOCE) method was used during the analyses. A flexible staircase of zero order input model4 was fitted to C-peptide concentration-time data whilst their disposition pharmacokinetics parameters (two-compartment model) were fixed to values from literature5. Different number of change-points was tested (2, 3, 4, and 5 change-points). Hepatic extraction of insulin was subsequently estimated using a sequential modelling approach. As such population parameters describing C-peptide secretion were fixed to their estimated values, and hepatic extraction of insulin was then estimated. During the estimation of hepatic insulin extraction, the Laplacian estimation method was used, in which it allowed the contribution of insulin concentration below the low limit of quantification (LLOQ) to the likelihood estimates.

Results: A zero order input model with 5 change-points was chosen to portray endogenous secretion profile of C-peptide. These change-points were at baseline, and 3, 6, 12, and 18 hours after study started. Secretion of C-peptide at baseline was 103 pmol/min. Its secretion then decreased over time up to 18 hours. Secretion was 90%, 77%, 63%, and 55% of the value at baseline, for the first four steps. After the last change-point (18 hours), secretion increased slightly to 61% of the value at baseline. Hepatic insulin extraction was estimated to be 56%. Inter-individual variability of hepatic extraction was not statistically significant to be included in the model (log-likelihood ratio test, at p-value of 0.05).

Conclusions: During a 24-hour euglycemic clamp, secretion of C-peptide and insulin changed over time. Hepatic insulin extraction was estimated to be similar to previous studies. 

References:
[1]. C Cobelli et al. Diabetes 37: 223-31 (1988).
[2]. A Tura, et al. Am J Physiol Endocrinol Metab 281: E966-74 (2001).
[3]. JJ Meier, et al. Diabetes 54: 1649-56 (2005).    
[4]. A Lindberg-freijs et al. Biopharmaceutics & Drug Disposition 15: 75-86 (1994).
[5]. E Van Cauter, et al. Diabetes 41: 368-77 (1992).
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Jeroen Elassaiss-Schaap Interspecies Population Modeling Of Pharmacokinetic Data Available At The End Of Drug Discovery

Jeroen Schaap
PK-PD/M&S, Clinical Pharmacology and Kinetics, Organon N.V., The Netherlands
Objectives: One of the challenges in pharmacokinetics is to predict pharmacokinetic profiles of new chemical entities in the transition from preclinical to clinical research. It is widely accepted that current allometric techniques provide insufficient quality in predictions of human PK. An extension of standard methods is non-linear modeling of all available preclinical PK data [1]. Application of this method in the pharmaceutical industry has been reported with extensive datasets, sometimes including human data [2,3,4]. We developed a interspecies nonlinear mixed-effects model for the preclinical pharmacokinetics of an (anonymous) compound as a test-case for feasibility of such an approach in an early stage of drug development.

Methods: The nonlinear population model was developed in NONMEM V. Model selection was performed on the basis of goodness-of-fit plots including Dedrick graphs, standard diagnostics in NONMEM output files and simulations sampled from the variance-covariance matrix. No covariates other than species and body weight were included in the dataset. The dataset contained 4 species (mouse, rat, dog, monkey), 2 routes of dosing (iv and po) and 2-3 richly sampled animals per route or n=3 samples per time point in mouse (one sample per animal).

Results: An interspecies population model was developed with reasonable success. Predictions were close to observed data but more importantly the model successfully facilitated project team discussions around hypotheses applied in the prediction of human pharmacokinetics and its uncertainty. The final model featured some extra parameters to capture the profile of one species (monkey); predictions were therefore augmented with scenarios for in/exclusion of these parameters. Limitations of the model were its instable bootstrap results and the amount of manpower spent, approximately 0.1 FTE. Such investment of resources is relatively large for an early stage of drug development. Of technical interest is that the assumption of multivariate normal distribution of uncertainty in structural model parameters seemed to hold only after lognormal specification of parameters. 

Conclusion: Interspecies mixed-effect modeling was possible also with a pharmacokinetic dataset such as typically available at the end of drug discovery. The amount of manpower currently required however seems to limit routine application of this technique in the transition of preclinical to clinical research.

References:
[1] H. Boxenbaum. Interspecies scaling, allometry, physiological time, and the ground plan of pharmacokinetics. J.Pharmacokinet.Biopharm. 10 (2):201-227, 1982.
[2] V. F. Cosson, E. Fuseau, C. Efthymiopoulos, and A. Bye. Mixed effect modeling of sumatriptan pharmacokinetics during drug development. I: Interspecies allometric scaling. J.Pharmacokinet.Biopharm. 25 (2):149-167, 1997.
[3] K. Jolling, J. J. Perez Ruixo, A. Hemeryck, A. Vermeulen, and T. Greway. Mixed-effects modelling of the interspecies pharmacokinetic scaling of pegylated human erythropoietin. Eur.J.Pharm.Sci. 24 (5):465-475, 2005.
[4] T. Martin-Jimenez and J. E. Riviere. Mixed-effects modeling of the interspecies pharmacokinetic scaling of oxytetracycline. J.Pharm.Sci. 91 (2):331-341, 2002.
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Massimiliano Germani A population PK-PD method for categorical data analysis of progesterone antagonist activity in the rabbit McPhail’s model

Francesca Del Bene, Massimiliano Germani, Maurizio Rocchetti, Alex De Giorgio-Miller, Nick Pullen, Peter Bungay, Chris Kohl & Piet van der Graaf
ACCELERA - Nerviano Medical Sciences (Italy) & Pfizer Global Research & Development (United Kingdom)
Objectives: The McPhail's test [1] of endometrial differentiation and thickening is a commonly used method for preclinical assessment of progesterone antagonist activity in vivo [see, for example, [2]).  However, as far as we know, a method for integrated PK/PD analysis that allows for a comparison of the dynamic effects of compounds in this model has not yet been described, possibly due to the categorical nature of the endpoint generated.  Therefore, the objective of this study was to develop an ordered categorical population PK-PD analysis methodology for describing the effect of progesterone antagonists in a McPhail's preclinical model of endometrial thickening. Three compounds were tested and analysed for this purpose.

Methods: The efficacy of three compounds was evaluated after repeated administrations (once or twice daily for four consecutive days) of different dose levels (n=4to  four rabbits/dose).  McPhail's test results were expressed as a score from 0-4 depending on the degree of endometrial tissue differentiation and thickening.  Different sparse pharmacokinetic sampling procedures were adopted for the three compounds, dividing the animals into two groups of two rabbits each with a number of samples ranging from four to eleven depending on the investigated compound. 

Results: Due to the limited number of animals available, the efficacy data, expressed as McPhail's score, were reduced to a binary PD variable with value equal 1 and 0 according to a McPhail's score ≤ 2 and >2, respectively. Subsequently, for each compound, the individual cumulative unbound AUC values obtained from population PK analysis were related to the PD variable applying a logistic regression model implemented in NONMEM in order to estimate the probability of observing an outcome less or equal than 2.With the aim of minimizing the number of parameters and enhancing statistical power, the PK-PD categorical model was further modified and implemented in Matlab for performing a joint analysis of all the compounds. The AUC values related to the 80% and 90% of probability to obtain the outcome of interest (McPhail's score ≤ 2) were calculated and showed for each compound.

Conclusions: We have developed a method that allows for a simultaneous analysis and comparison of PK-PD relationships of series of compounds in the McPhails model of progesterone antagonist activity.  The method has been implemented in NONMEM and Matlab and should provide a quantitative basis for the rational selection of preclinical candidates for further clinical development.

References: 
[1] McPhails, M.K. (1934).  J. Physiol. 83: 145-156.
[2] Kurata, Y. et al. (2005).  J. Pharmacol. Exp. Ther. 313: 916-920.
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Robert Bauer Advanced Population Analysis Features in the S-ADAPT/MCPEM Program

Robert J. Bauer
XOMA (US) LLC
Objective:  To demonstrate advanced population analysis and simulation abilities of S-ADAPT.

Methods: S-ADAPT is a Fortran 95 open-source, free program distributed by U. of Southern California, Biomedical Simulations Resource department (USC, BMSR), and has been successfully used to analyze clinical data for Raptiva, consisting of six differential equations and 16 model parameters [1]. The S-ADAPT Program provides an environment for performing population analysis of data, with or without covariates, using complex PK/PD models with extensive simulation tools. 
The program provides several interface types: Interactive command line, interactive menu, or execution of a series of commands from a script file, allowing complete batch-processed control [2].  The command line allows one to evaluate algebraic expressions, and store the results in user defined variables. The run-time environment also includes a built-in database for storing and retrieving data, and maintaining analysis results.  
A population analysis validation system is available that generates simulated data sets, analyzes each data set, and outputs bias and precision statistics. The open-source code may be compiled by Intel or Compaq Visual Fortran for Microsoft Windows, Intel compiler for Linux, and g95 (MingW), a free FORTRAN compiler.  The user fills out a FORTRAN model file from a template, providing the code necessary to describe the PK and PD model functions, residual error functions, parameter transformations, covariate models for the population parameters, and differential equations if needed.  
Template model files for basic PK models based on the various Advan/Trans algorithms in NONMEM are available, to be used as is, or modifiable by the user.  Data may be imported and used in NONMEM format. Nonlinear mixed effects population analysis may be performed at two or three hierarchical stages (incorporating prior information), and maximization methods include iterative two-stage and Monte-Carlo Parametric Expectation-Maximization (MCPEM) methods [3]. 
Deterministic and Monte-Carlo algorithms may be simultaneously used to increase efficiency of the analysis while retaining accuracy.  Inter-occasion variability, population mixtures, and below quantification limit (BQL) data may also be modeled in S-ADAPT. The population analysis provides standard error analyses, post-hoc analyses, and graphical viewing of post-hoc results [2,3,4].  In addition, two or three-stage hierarchical Bayesian analysis may be performed in S-ADAPT, to provide quantile ranges for the estimation of the population parameters.  Extensive capabilities for importing and exporting data and/or analysis results are provided, including easy export of data, dosing information, initial parameters values and prior information to WinBUGS data files.  S-ADAPT also has the ability to distribute the computation effort of a single analysis or multiple analyses across several computers to reduce analysis time.

Results: Comparisons of results from S-ADAPT with NONMEM and WinBUGS have been performed, as well as validation analyses using multiple sets of simulated data [3,4,5].  S-ADAPT's performance was very stable, and provided population means, inter-subject variances, and their standard errors with little bias. S-ADAPT tended to perform slowly with simple one and two compartment PK models, but performed more efficiently with more complex PK/PD models involving differential equations.

Conclusions:  The S-ADAPT program using MCPEM methods offers a robust and versatile environment for PK/PD modeling and population analysis.

References:
[1] Ng CM, Joshi A, Dedrick R, Garovoy M, Bauer R. Pharmacokinetic-pharmacodynamic-efficacy analysis of efalizumab in patients with moderate to severe psoriasis. Pharmaceutical Research. 2005;22(7):1088-1100.
[2] S-ADAPT/MCPEM User's Guide [computer program]. Version 1.52. Berkeley, CA.; 2006. http://bmsr.usc.edu/Software/Adapt/sadapt.html.
[3] Bauer RJ, Guzy S. Monte Carlo parametric expectation maximization (MC-PEM) method for analyzing population pharmacokinetic/pharmacodynamic data. In: D'Argenio DZ, ed. Advanced Methods of Pharmacokinetic and Pharmacodynamic Systems Analysis. Vol 3. Boston: Kluwer Academic Publishers; 2004:135-163.
[4] Bauer RJ, Guzy, S, and Ng, C.  A survey of population analysis methods for complex pharmacokinetic and pharmacodynamic models with examples.  AAPS Journal 2007; 9(1) Article 7, E60-E83.
[5] Girard P, Mentre F. A comparison of estimation methods in nonlinear mixed effects models using a blind analysis. PAGE Meeting,  Pamplona, Spain. 2005. Abstract 834.
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Marc Lavielle The SAEM algorithm and its implementation in MONOLIX 2.1

M. Lavielle (1,2), H. Mesa (3,2), F. Mentré (4,5)
(1) INRIA Futurs, Paris, France; (2) University Paris 5, Paris, France. (3) University of La Habana, Cuba. (4) INSERM, U738, Paris, France ; (5) Université Paris 7, Paris, France ; AP-HP, Hôpital Bichat, Paris, France.
Introduction: The statistical model for most population PK/PD analyses is the nonlinear-mixed effects model (NLMEM). As opposed to linear models, there are statistical issues to express the optimisation criteria for these nonlinear models so that first approximation methods (FO and FOCE) based on linearization of the model were proposed. It is well known that these methods have several methodological and theoretical drawbacks. They are also very sensitive to initial estimates which make lot's of run to failed to converge with a waste of time for the modeller. Population analyses are now used not only to provide mean estimates but also to make model selection, hypothesis testing, simulations and predictions based on all the estimated components: better estimation methods are therefore needed.  

The SAEM (Stochastic Approximation EM) algorithm avoids any linearization and is based on recent statistical algorithms. This algorithm is a powerful tool for Maximum Likelihood Estimation (MLE) for very general incomplete data models. The convergence of this algorithm to the MLE and its good statistical properties have been proven. The SAEM algorithm is implemented in the free MONOLIX software that can be downloaded at http://www.monolix.org. It is possible to download the full Matlab version of MONOLIX 2.1 and/or only a compiled version of the software that does not require Matlab.

Objectives: 1) To present the new release of MONOLIX (version 2.1); 2) To illustrate the estimation capabilities of the algorithm on some difficult examples; 3) To discuss how MONOLIX could be extended to other incomplete data problems

Methods/ Results: 

1) Version 2.1 of MONOLIX has major improvement compare to the previous one: a) a library of PK and PD models, some defined with differential equations, b) ability to deal with data below limit of quantification, c) lot's of interactive graphical outputs...

2) This version of MONOLX was tested on several data sets. For some of which it was difficult to get the FOCE algorithm to converge (models with Michaelis-Menten elimination and multiple doses, models with lag time, etc...). Results and demonstrations will be presented. 

3) The SAEM algorithm can handle very general non linear mixed effect models:  

· left-censored data, 

· models defined by stochastic differential equations, 

· multi-responses models, 

· mixtures of distributions, 

· inter-occasion variability, 

· missing covariates, 

· time to event data, 

· count data, 

· dropouts, 

· ...

Indeed, all these models are statistical models that include a set of observations and a set of non observed data. SAEM requires the computation of the conditional distribution of these non observed data and their simulation at each iteration. Some of these models are already implemented in version 2.1 of the MONOLIX software and other extensions will be discussed.

Acknowledgements: Version 2.1 of MONOLIX was developed with the financial support of Johnson & Johnson Pharmaceutical Research & Development, a Division of Janssen Pharmaceutica N.V.
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Fahima Nekka What Additional Information Can we Retrieve When Compliance is Accounted For? An explicit Compliance-Pharmacokinetic Formalism

F. Nekka, J. Li and F. Fenneteau
Universite de Montreal
Objectives: Compliance reflects the patient drug input and has to be considered as a history of drug intake. Quality of compliance should be judged through its impact on drug therapy. As such, the compliance phenomenon has to be explicitly formalized and properly characterized in terms of fate of drugs. Having this in mind, we assessed  the effect of compliance and extracted its main characteristics.

Methods: We formalized the notion of randomness in drug intake behavior and explicitly included it into a pharmacokinetic model to characterize its effect on the concentration variation. For this, we adopted a stochastic approach to model non-compliance behavior using a general distribution which can be accessible by recording patient drug history

Results: We proved that the stochastic feature of drug intake, previously treated as a nonsystematic noise to a deterministic model, is in fact an inherent component which has to be considered as a part of the mechanistic model. Indeed, in the case of poor compliance, we can retract the source of what is generally classified as pure noise. Thus, the variable compliance behavior adds additional variation to the regular oscillation curve that we have properly characterized.

Conclusions: The benefit of this approach is evident since the knowledge of the origin of the variation will allow an objective intervention. We have developed a general formalism of the compliance phenomenon that can be adapted to different situations, i.e., different compliance patterns in various pathologies.

References: 
[1] B. Vrijens and J. Urquhart. New findings about patient adherence to prescribed drug dosing regimens: an introduction to pharmionics. Eur. J. Hosp. Pharm. Sci. 11(5):103-106 (2005).
[2] J. Li and F. Nekka, A Pharmacokinetic Formalism Explicitly Integrating the Patient Drug Compliance, Journal of Pharmacokinetics and Pharmacodynamics, vol. 34, no. 1, pp. 115-139, 2007.
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Marc BUYSE Validation of statistically reliable biomarkers

Marc Buyse
IDDI, Belgium
Definitions
Biomarkers play an increasing role in the development of new cancer treatments. A biomarker is defined as "a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention". The term biomarker covers characteristics measured at baseline as well as those measured repeatedly over time, before, during or after treatment. Clinical data, laboratory data, imaging data, gene expression and proteomic data can all be considered potential biomarkers. 

Uses of biomarkers
Biomarkers can be useful as:

· prognostic factors that predict the outcome of individual patients in terms of a clinical endpoint 

· predictive factors that predict the effect of a specific treatment on a clinical endpoint in groups of patients

· surrogate endpoints that replace a clinical endpoint of interest 

Biomarkers can be used to stratify the patients at entry in clinical trials, to select the patients eligible for clinical trials, to monitor patients and guide treatment decisions, or to substitute for a clinical endpoint in the evaluation of the effects of new treatments.

Requirements for biomarkers
The clinical literature is replete with examples of the use of biomarkers, but in many cases these have not been properly identified and validated, resulting in a large number of false claims, inappropriate trial designs, and ultimately sub-optimal use of biomarkers for patient management.

1. Requirements for prognostic biomarkers: The baseline value of the biomarker, or changes in the biomarker over time, should be correlated with the clinical endpoint in untreated or in treated patients

2. Requirements for predictive biomarkers: The baseline value of the biomarker, or changes in the biomarker over time, should be correlated with the effect of treatment on the clinical endpoint

3. Requirements for surrogate biomarkers: The difference in the biomarker values between two randomized treatments should be correlated with the difference in the clinical endpoint

Study designs
Different study designs are required for the identification of biomarkers. Case-control or cohort studies are sufficient to identify prognostic biomarkers, large randomized trials are needed to identify predictive biomarkers, and multiple randomized trials are needed to identify surrogate biomarkers. In all cases, the biomarker should be validated either through cross-validation (internal validation in the discovery set) or in different trials (external validation in a confirmatory set). 

Validation criteria 
The criteria used to validate biomarkers include classification measures (sensitivity and specificity, ROC curves), treatment effect measures (odds ratios, hazard ratios) association measures (correlation coefficients, information theory based measures), and prediction measures (the surrogate threshold effect). These various criteria all have advantages and limitations that will be illustrated with several examples in the field of cancer.

Poster: Applications- Anti-infectives



julie bertrand Influence of pharmacogenetic on pharmacokinetic interindividual variability of indinavir and lopinavir in HIV patients (COPHAR2 – ANRS 111 trial)

J. Bertrand (1), X. Panhard (1), A. Tran (2), E. Rey (2), S. Auleley (1), X. Duval (1, 3, 5), D. Salmon (4), J.M. Tréluyer (2), F. Mentré (1) and the COPHAR2- ANRS 111 study group
(1) INSERM, U738, Paris, France ; Université Paris 7, Paris, France ; AP-HP, Hôpital Bichat, Paris, France ; (2) AP-HP, Hôpital Cochin, Département de pharmacologie clinique – EA3620, Paris, France ; (3) AP-HP, Hôpital Bichat, Service des Maladies Infectieuses B, Paris, France ; (4) Université Paris 5, AP-HP, Hôpital Cochin, Service de Médecine interne Paris, France ; (5) CIC 007, Hôpital Bichat, Paris, France
Objectives: To evaluate the effect of genetic polymorphisms on indinavir and on lopinavir pharmacokinetic (PK) variability in HIV-infected patients initiating a protease inhibitor (PI) containing highly active antiretroviral therapy (HAART) and to study the link between concentrations and short term response or metabolic toxicity.

Methods: Among the patients enrolled in the COPHAR 2 - ANRS 111 trial, 34 and 38 PI naive-patients initiating lopinavir/ritonavir (LPV) or indinavir/ritonavir (IDV), respectively, were studied.  At week 2, 4 blood samples were taken before and up to 12 hours following the drug intake to measure PI plasma levels. Genotyping for CYP3A4, 3A5, and MDR1 (exon 21 and 26) was performed. For each PI (LPV and IDV), a population PK model was developed in order to estimate the model parameters and to analyse the genotypes influence.  The SAEM algorithm implemented in the Monolix software version 2.1 was used [1, 2]. For each patient, mean (Cmean), minimum (Cmin) and maximum (Cmax) plasma concentrations were derived from the estimated individual PK parameters. For each PI, the link between plasma level and HIV RNA level variation between day 0 and Week 2 or variations of metabolic levels between day 0 and Week 4 were studied using Spearman nonparametric correlation tests.

Results: A one-compartment model with first-order absorption and elimination best described LPV and IDV concentrations. No significant genetic effect was found on LPV pharmacokinetics. For IDV, patients *1B/*1B for CYP3A4 gene had an IDV absorption divided by 3.70 compared to *1A/*1B or *1A/*1A genotypes (p= 0.02). With respect to link between PK and short-term efficacy, Cmean and Cmin were positively correlated to HIV RNA variation (p=0.02, p=0.03, respectively) in the IDV group. No significant relationship was found between LPV or IDV concentrations and metabolic toxicity.  However, in the IDV group, patients with the *1A/*1B or *1A/*1A genotypes had significantly higher increase in triglycerides during the 4 weeks of treatment (p=0.02). 

Conclusions: This study points out the role of genetic polymorphisms on IDV pharmacokinetic variability and confirms the link between IDV exposure and short term efficacy.  No such effect could be found, in this sample, for LPV.

References:
[1] Kuhn, E. & Lavielle, M. Maximum likelihood estimation in nonlinear mixed effects models. Comput. Stat. Data Anal. 49, 1020-1038 (2005).
[2] http://software.monolix.org/.
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Stefanie Hennig Tobramycin in paediatric CF patients - TCI or “One dose fits all”

S. Hennig(1), R. Norris(2) C. M. J. Kirkpatrick(1)
1.School of Pharmacy, The University of Queensland, Brisbane, QLD 4072, Australia. 2. Australian Centre for Paediatric Pharmacokinetics, Mater Pharmacy Services, Brisbane, QLD 4101, Australia.
Objectives: The aim of this study was to i) develop a population pharmacokinetic model for tobramycin in paediatric cystic fibrosis (CF) patients ii) investigate the influence of covariates, and iii) use the quantified random and predictable components of variability to asses the need for target concentration intervention for tobramycin (TCI).

Methods: Retrospective demographic, dosing and concentration data was collected from 35 cystic fibrosis patients (21 female) aged 0.5 - 17.8 years old from whom 318 tobramycin plasma concentrations were obtained during standard clinical care monitoring. A nonlinear mixed-effect modelling approach (software: NONMEM V, G77, FOCE+I) was used to describe the population pharmacokinetics of tobramycin. Simulations were performed with NONMEM using weight based dosing with a weight from a covariate distribution model and analysed using S-Plus.

Results: A two-compartment model best described the tobramycin data, with population parameter estimates for clearance of central compartment (CL) of 6.37 L/h/70 kg; volume of central compartment (Vc) of 18.7 L/70 kg; inter-compartmental clearance of 0.393 L/h and volume of peripheral compartment of 1.32 L. The inclusion of total body weight allometrically as covariate reduced the random component of between subject variability (BSV) in CL from 50.1% to 11.7% and in Vc from 62.2% to 11.6%. The between occasion variability on CL was estimated in the final model as 6.5%. With the "one dose fits all" approach about 1/3 of the patients would be at risk of over-exposure. A once daily dose of 10 mg/kg tobramycin was found to provide the best compromise between success and over-exposure.

Conclusions: This study provides the first pharmacokinetic model of once-daily IV tobramycin for the use of TCI in paediatric CF patients. Simulations showed that one dose does not fit all and TCI and dose adjustment is required.
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Déborah Hirt Effect of CYP2C19 polymorphism on nelfinavir to M8 biotransformation in HIV patients.

D. Hirt, F. Mentré, A. Tran, E. Rey, S. Auleley, X. Duval, D. Salmon, J.M. Tréluyer, and the COPHAR2- ANRS study group.
Hôpital Cochin-Saint Vincent de Paul
Objectives: To evaluate the effect of CYP2C19 polymorphism on nelfinavir and M8 pharmacokinetic variability in HIV infected patients and to study the link between pharmacokinetic exposure and short term efficacy and toxicity.

Methods: One hundred and twenty nelfinavir and 119 M8 concentrations were measured in 34 naive-patients enrolled in the COPHAR 2-ANRS 111 trial. Two weeks after initiating the treatment, 4 blood samples were taken 1, 3, 6 and 12 hours after drug administration. Genotyping for CYP3A4, 3A5, 2C19 and MDR1 (exon 21 and 26) was performed. A population pharmacokinetic model was developed in order to describe nelfinavir and M8 concentration time-courses and estimate inter-patient variabilities. The influence of individual characteristics and genotypes were tested in the population model using a likelihood ratio test. Maximum, minimum and mean individual concentrations derived from the estimated individual parameters were linked to short-term efficacy and toxicity using Spearman nonparametric correlation tests.

Results: A one-compartment model with first-order absorption, elimination and metabolism to M8 best described nelfinavir data. M8 was modelled by an additional compartment. Mean pharmacokinetic estimates and the corresponding inter-subject variabilities (%) were: absorption rate 0.17 h-1(99%), absorption lag time 0.82 h, apparent nelfinavir clearance 52 L/h (49%), apparent nelfinavir volume of distribution 191 L, M8 elimination rate constant 1.76 h-1 and the parameter expressing nelfinavir to M8 transformation that could be estimated (CLm/Vm) 0.39 h-1 (59%). This parameter CLm/Vm was divided by 1.98 in AG or AA patients for CYP2C19*2 compared to GG patients. With respect to link between pharmacokinetic and short term metabolic toxicity, nelfinavir minimum plasma concentrations and mean concentrations were positively correlated to increase of glycemia (p=0.03, p=0.02). Mean concentrations was also positively correlated with triglycerides increase (p=0.04). 

Conclusions: CYP2C19*2 polymorphism influences nelfinavir - M8 pharmacokinetics.
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Hui Kimko Population Pharmacokinetic Analysis To Support Dosing Regimens Of Ceftobiprole

Hui Kimko, Steven Xu, Bindu Murthy, Mahesh Samtani, Partha Nandy, Richard Strauss, Gary Noel
Johnson & Johnson Pharmaceutical Research & Development; Raritan, NJ; Titusville, NJ
Objectives: Ceftobiprole is a first-in-class broad-spectrum cephalosporin with activity against methicillin-resistant staphylococci. Dosage adjustment strategy was supported by a population analysis approach.

Methods: Ceftobiprole plasma pharmacokinetic (PK) data from healthy volunteers and patients in eight phase 1 (n=162), one phase 2 (n=27) and two phase 3 (n=414) clinical trials were combined to identify factors contributing towards inter-individual variability in PK of ceftobiprole. NONMEM was used to develop a PK model with statistically significant covariates.  To test clinical relevance of the covariates, the percentage of time the concentrations of ceftobiprole above MIC during a dosing interval (%T>MIC) was estimated, which is the PK/PD index of ceftobiprole.

Results: A three-compartment model with first-order elimination provided the best fit for the ceftobiprole plasma- concentration time-profile. In the final population PK model, clearance (CL) was a function of creatinine clearance and health status (healthy volunteers vs. patients); volume of distribution in the central compartment (V1) was a function of body weight and health status; volume of distribution in a shallow peripheral compartment (V2) was a function of gender and health status; volume of distribution in a deep peripheral compartment (V3) was a function of gender. Of these covariates, only the renal function was identified as the clinically relevant factor using %T>MIC. Age (i.e., ³ 18 years old) was neither statistically nor clinically influential when creatinine clearance was included as a covariate. The influence of other statistically significant covariates such as gender and body weight on PK was negligible with suggested dosing regimen adjustments based on degree of renal function. Exploratory analyses with race and concomitant medications as covariates suggested no change in PK of ceftobiprole due to these factors. 

Conclusion: The population PK analyses support the proposed labeling dosing for ceftobiprole and dosing adjustments based on creatinine clearance only. No adjustments to ceftobiprole dosing appear to be warranted for age, race, gender, body weight or the assessed concomitant medications. 
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Grant Langdon PK-PD modelling to support go/no go decisions for a novel gp120 inhibitor

PLS Chan, E van Schaick, G Langdon, J Davis, T Parkinson, L McFadyen

Objectives: PF-00821385 is a specific inhibitor of HIV-1 gp120 mediated cell-cell fusion. Inhibitors of HIV-1 gp120 represent a novel mechanistic approach with the promise of activity against both CXCR4 and CCR5-using B-clade viruses. The aim of this analysis was to describe the population pharmacokinetics (PK) of PF‑00821385 in healthy subjects and to use this to update a Pharmacokinetic-Pharmacodynamic Disease (PK-PD-Disease) model based on preclinical data to predict a likely oral dose to achieve a 1.5 log drop in viral load (VL) following 10 days of treatment.

Methods: Single doses of PF-00821385 were dosed orally to 24 healthy male volunteers. The maximum tolerated dose was 1300 mg. A total of 969 concentrations were available for modelling and population PK parameters were estimated using NONMEM.Using only scaled preclinical data (animal PK and in vitro IC90 data) a PK-PD-disease model previously developed to describe viral load changes for CCR5 antagonists was adapted to evaluate, by simulation, possible clinical doses of PF‑00821385. Trial Simulator 2.2 (Pharsight Corp.) was used. Simulations for gp120 antagonists are complicated by high variability in assay sensitivity, thus two IC50 targets were utilised viz., low of 121 ng/mL and  high of 489 ng/mL. These represent scaling of the median and upper limit of sensitivity of IC90 values for PF-00821285 in a panel of clinical virus isolates (Virologic Phenosense assay).New simulations were performed with the model updated with human PK data. 

Results: A two-compartment disposition model with first-order absorption was used to fit the log-transformed plasma concentrations. The population estimated rate of absorption (ka) was 0.597 h-1 with an elimination half-life during the initial phase of 0.3 hours. If the "true" IC50 for PF-00821385 was low (121 ng/mL), the minimum predicted B.I.D. dose required for 1.5 log drop in VL was 319 mg. If the "true" IC50 was high (489 ng/mL), the minimum predicted Q.D. and B.I.D. doses were above 1300 mg. Further simulations were performed with theoretical assumptions on ka changes to predict likely doses for controlled-release formulations.  A minimum predicted dose of 1000 mg was required for IC50 of 489 ng/mL.

Conclusions: The predicted dose required to target 70% of Clade B virus isolates was close to or above the maximum tolerated dose of PF-00821385. A controlled release formulation could improve the PK characteristics, but would only be of utility in the treatment of a narrow spectrum of viral sensitivities.  
Based on this outcome, further development of PF-00821385 will not be pursued.
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Rocio Lledo Population Pharmacokinetics of Saquinavir in rats after IV and IP administration. An approach to Saquinavir/Ritonavir Pharmacokinetic interaction.

R. Lledó-García (1), M. Merino Sanjuán (1), L. Prats (1), A. Nácher (1), V.G. Casabó (1)
(1) Department of Pharmacy and Pharmaceutical Technology, University of Valencia, Valencia, Spain.
Objectives: The protease inhibitor (PI) saquinavir (SQV) is characterized by a low and variable oral bioavailiability [1], which can be increased by the addition of ritonavir (RTV). This combination is currently used in the management of AIDS. Although the interaction between these two drugs has already been reported in previous studies [2], so far the roles of liver and intestine in SQV first pass metabolism have not been clarify. This study aimed to assess SQV pharmacokinetic disposition profile when IV administered and assess the hepatic first pass metabolism when IP administered. 

Methods: 48, 24 and 12 mg doses of SQV were IV and IP administered to rats subjected to jugular vein cannulation. In addition, 24 and 6 mg dose of SQV/RTV were IV administered. Plasma samples were analysed for drugs content by HPLC/UV. 
As a first approach to data, a non compartmental analysis (WinNonLin) was performed. Subsequently, a stepwise population pharmacokinetic approach was performed using NONMEM. Throughout the development of the model the interaction between drugs was assessed.

Results: The non-compartmental analysis shows an insignificant hepatic first pass metabolism where an important one was expected, being likely located at the gastrointestinal tract. In the population approach, a two-compartment model considering a plasma protein dynamic binding and an elimination process from central compartment following Michaelis-Menten kinetics, were used to describe SQV disposition processes. Moreover, the IP incorporation process was described by a precipitation of the drug in the IP cavity, being dissolution limitative factor for absorption. The main PK parameters are shown: Vc (0.244L), plasma proteins binding and unbinding constants resulted in Kb (2.71x10-06 L/mg.h) and Ku (0.137h-1), respectively; Vm (56.7 mg/h), Km (57.7 mg/L), being the last multiplied by 4.88 when RTV is coadministered. IP Ka (1 h-1), limited by the drug dissolution.

Conclusions: Data analysis showed non linear disposition processes for SQV and located drugs interaction at the elimination process, so that RTV inhibits SQV metabolism. Opposite to the expected result, IP data showed that SQV low bioavailability was not mainly due to its hepatic first pass metabolism, escaping most part of the drug from liver. However, further studies are being conducted, involving an oral administration required to properly describe the processes involved in SQV presystemic losses.

References:
[1]. Guiard-Schmid, J.B., J.M. Poirier, J.L. Meynard, P. Bonnard, A.H. Gbadoe, C. Amiel, F. Calligaris, B. Abraham, G. Pialoux, P.M. Girard, P. Jaillon and W. Rozenbaum, High variability of plasma drug concentrations in dual protease inhibitor regimens. Antimicrob Agents Chemother, 2003. 47(3): p. 986-90.
[2]. Shibata, N., W. Gao, H. Okamoto, T. Kishida, K. Iwasaki, Y. Yoshikawa and K. Takada, Drug interactions between HIV protease inhibitors based on physiologically-based pharmacokinetic model. J Pharm Sci, 2002. 91(3): p. 680-9.
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Balaji Agoram Application of mechanism-based population PKPD modelling in the rational selection of clinical candidates: an anti-IgE antibody example.

Balaji Agoram, Steven Martin, Piet van der Graaf.
Pfizer, Inc. UK
Objectives: Design, selection and development of clinical candidates should, optimally, incorporate mechanistic PKPD knowledge gained from previous experience with the same therapeutic targets. We have illustrated this idea using reported PKPD analyses on omalizumab, a humanised monoclonal antibody for the treatment of asthma and allergic rhinitis. 

To characterise the relationship between in vitro potency and the in vivo efficacy profile of anti IgE antibody omalizumab using simulated data generated from reported PKPD models for omalizumab. To evaluate possible in vitro changes to the molecule to improve its in vivo PD profile.

Methods: A PKPD model of omalizumab was gathered from literature1 and implemented in the nonlinear mixed effects modelling package, NONMEM. With this PKPD model, deterministic and stochastic simulations were performed using mean and uncertainty distributions of the parameters to characterise the relationship between in vitro affinity and PK parameters on the in vivo time-course of effect profile. 

Results: Sensitivity analysis indicated that a 5-fold increase in in vitro affinity is likely to translate into increased efficacy and/or reduced dose size. Beyond this limit, further increases in affinity are unlikely to result in additional clinical benefit. The clinical efficacy appears limited by serum half-life of the compound. This was confirmed by the sensitivity analysis on the serum half-life. Increasing half-life at same potency resulted in increased efficacy. 

Conclusions: The mechanism-based PKPD approach has provided a framework to quantify the nonlinear relationship between in vitro/in vivo affinity and clinical potency/efficacy for anti-IgE antibodies and can be used for efficient selection of follow-on candidates.  The model allows for prediction of in vivo dose-response relationships on the basis of in vitro characteristics and hence for rational and efficient compound design. For example, the model predicts that large (>10-fold) increases in in vitro affinity (which may be difficult to achieve) do not necessarily translate into increased clinical efficacy. This suggests that additional, alternative, improvements, such as decreased susceptibility to non-specific clearance, might be worth exploring. 

References:
[1]. Meno-tetang, and Lowe, 2005, Basic & Clin Pharmacol. Toxicol. 96 182-192
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Lene Alifrangis Setting a Safe Starting Dose for a First-in-Man trial of a Monoclonal Antibody Based on Population PK-PD Predictions

L. Alifrangis (1), P. André (2), R.V. Overgaard (1), C. Sola (2), A. Tisserant (2), N. Wagtmann (1), F. Romagne (2), S.H. Ingwersen (1).
(1) Novo Nordisk A/S, Copenhagen, Denmark; (2) Innate Pharma, Marseille, France.
Objectives: The disastrous outcome of a recent phase 1 trial with a monoclonal antibody (mAb) (1) has highlighted the need for improved methods for determining safe starting doses for First-in-Man trials. Here, we used a population Pharmacokinetic (PK)-Pharmacodynamic (PD) model to predict a safe starting dose for the First-in-Man trial of a human IgG4 mAb specific for inhibitory Killer cell Ig-like Receptors (KIR) expressed on human NK cells. By blocking the interactions of KIR with its HLA-C ligands on target cells, the anti-KIR mAb (designated 1-7F9) facilitates NK-mediated killing of cancer cells.

Methods: An in vivo PK-PD model was established in a transgenic mouse strain expressing the human KIR. Using NONMEM V and population methods, a sequential approach was applied, first modelling PK followed by PD. Receptor occupancy was used as a measure of PD. The structural PD parameters of the mouse PK/PD model were combined with predicted PK parameters of IgG's in humans to devise a PK/PD model predicting the relationship between dose, resulting plasma concentration profile and KIR-receptor occupancy profile in humans.

Results: The PK of Anti-KIR(1-7F9) after i.v. administration in the transgenic as well as wild-type B6 mice was modelled by a 2-compartment model, combined with a 3rd saturable distribution compartment. The presence of the KIR antigen did not affect clearance or distribution of the Anti-KIR mAb. In vivo, the dissociation constant (Kd) changed from an initial 0.004 ug/ml to 0.1 ug/ml over time. Kd showed a good in vitro - in vivo correlation for the transgenic mice as well as a good interspecies correlation in vitro for KIR-transgenic mice vs humans. Based on the PK-PD model, a 0.3 ug/kg dose given to humans was predicted to result in 61% receptor saturation as the peak value with a rapid decay of saturation at later time points. Hence, this was suggested as the starting dose for the first phase 1 trial. 

Conclusions: Using a combination of population PK-PD methods and in vitro-in vivo comparisons, a cautious starting dose based on all available scientific information has been suggested. The PK-PD model indicated that a surprisingly low dose of the Anti-KIR mAb may result in substantial receptor occupancy.

Reference: 
[1] Suntharalingam, G et al.(2006). N Engl J Med 355:1018-1028.
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Ekaterina Gibiansky Population Pharmacokinetics of Siplizumab (MEDI-507): Implications for Dosing

Gibiansky E. (1), J. Janik (2), D. Mahony (2), K. Kaucic (1), L. Hammershaimb (1), G. Robbie (1).
(1) Medimmune Inc., Gaithersburg, USA; (2) Metabolism Branch, Center for Cancer Research, National Cancer Institute, NIH, Bethesda, USA
Objectives: Siplizumab (MEDI-507), a humanized IgG1k class monoclonal antibody which targets CD2 expressing T- and NK-cells, is being evaluated in an ongoing open label Phase I dose-escalation trial in patients with CD2-positive lymphoproliferative diseases. The aim of this report is to describe a population pharmacokinetic model of siplizumab  and  simulations of alternative doses/regimens performed for optimization of dosing.

Methods: 490 serum siplizumab samples were collected from 25 patients who received 0.4-4.8 mg/kg of siplizumab as 1- 3 consecutive daily doses every 14 days for 1-8 cycles. The population pharmacokinetic analysis was performed using NONMEM. Linear and nonlinear one and two compartment models were evaluated. Simulations were performed to identify doses and dosing regimens that would maintain drug concentrations above target levels necessary for saturation of CD2 receptors.

Results: Siplizumab pharmacokinetics was described by one-compartment model with 2 parallel  mechanisms of clearance, linear and Michaelis-Menton (MM) elimination. The half-life of the linear portion of elimination (presumably, FcRn mediated) was 31 days, consistent with expectations, while MM elimination (target-mediated clearance) had a short half-life (38 hours at concentrations below Km of 15 μg/mL) suggesting suboptimal target saturation. Pharmacokinetics did not change over time, which was expected, since no immunogenicity was observed. Simulations of various dosing regimens suggested that doses > 4.8 mg/kg weekly are necessary to maintain drug concentrations above target level (2xKm, 30 µg/mL, the level at which half-life of target-mediated clearance increases 3 times) for 90% of patients.

Conclusions: Siplizumab concentrations follow one-compartment kinetics with linear FcRn-mediated and nonlinear target-mediated clearance. The short half-life of target-mediated clearance suggests that tissue target saturation is suboptimal at doses/regimens studied thus far. Dose escalation was accelerated based on simulations, with weekly doses > 4.8 mg/kg, to maintain concentrations above the target level and to possibly increase target saturation in the tissues.  
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Ron Keizer Bioequivalence study of a C1-esterase-inhibitor product (Cetor®) with optimised sampling design

RJ Keizer(1), E van Twuijver(2), JJ Marcar(2), PFW Strengers(2), ADR Huitema(1)
(1) Slotervaart Hospital, Amsterdam. Dept. of Pharmacy & Pharmacology; (2) Sanquin Plasma Products, Amsterdam
Objectives: Cetor is a concentrate of a highly purified C1-inhibitor concentrate prepared from human fresh frozen plasma, used in the treatment of hereditary and acquired angioedema (HAE/AAE). A change in the manufacturing process required a bioequivalence study to demonstrate that the change had not affected the pharmacokinetics of the product. The design of the clinical study was optimised by the use of trial simulations.

Methods: A population pharmacokinetic model built from retrospective data (9 patients) was used to optimise the sampling design and to investigate the bioequivalence of the two products. Data from total antigen and functional protein assays were simultaneously analysed in the pharmacokinetic model by defining functional protein as a fraction of total antigen (Ffunc). Trial-simulations were performed with a sample size of 10 patients and both a full (n=14) and a reduced (n=8) sampling design were tested. A randomised cross-over design, with an interval of 1 week between the administration of the two products, was used. The power of the study to detect a type I error of 0.05 was assessed using simulations of three scenarios, assuming the PK characteristics of both products are equal (a), Ffunc being 25% lower (b) or CL being 20% higher (c) than the reference compound, respectively. In the actual clinical trial, 13 HAE patients were included. Relative differences in PK properties induced by the adaptations in production process were estimated for CL, V, Ffunc. NONMEM V.1.1 was used in the PK analysis. 

Results: For a full sampling schedule the power to detect differences in product characteristics were 92,2% and 47.8% for scenarios b and c, respectively. For the reduced sampling schedule these were 86.1% and 40.3. Only an increase in sample size led to an increase in power of the study. However, this could not be implemented due to the limited number of HAE patients. Data from the actual clinical trial were described with a linear one-compartment. No significant differences were found in PK characteristics and all confidence intervals of the relative differences in PK parameters were between 0.8 and 1.25.

Conclusions: Trial-simulation was successfully used to optimise the design of a bioequivalence study of two C1-esterase-inhibitor products. A reduced sampling design only had minimal influence on the power of the study. The results of the clinical trial showed that the adaptations in the production process did not lead to changes in PK parameters.
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Wojciech Krzyzanski Pharmacodynamic Modelling of Recombinant Human Erythropoietin Effect on Reticulocyte Production Rate and Age Distribution in Healthy Subjects

Wojciech Krzyzanski (1) and Juan Jose Perez Ruixo (2)
(1) Department of Pharmaceutical Sciences, University at Buffalo, 547 Cooke Hall, Buffalo, NY 14260. (2) Clinical Pharmacology, Johnson & Johnson Pharmaceutical Research & Development, Division of Janssen Pharmaceutica, Turnhoutseweg 30, B-2340, Belgium.
Objectives: To evaluate the effect of rHu-EPO on reticulocyte production rate and age distribution in healthy subjects.

Methods: Four pharmacokinetic (PK) and pharmacodynamic (PD) non-linear mixed effect models were used to describe the time course of natural cells, and their age distribution, as a function of the hematopoietic growth factor concentrations. The models account for a) stimulation of production of progenitor cells in bone marrow (Model A); b) shortening of differentiation and maturation times of early progenitors in bone marrow (Model B); c) the combination of the two previous mechanism of action (Model C), and d) the stimulation of production of progenitor cells in bone marrow and the increase of maturation times of the circulating reticulocytes (Model D). Published data collected from 87 subjects who received a single subcutaneous dose of rHu-EPO (dose range: 20 - 160 kIU) in 3 phase I studies were used to develop and validate the PKPD model [1,2]. Model evaluation was examined using goodness of fit plots, non-parametric bootstrap and posterior predictive check.

Results: The previously published PK model describing rHu-EPO serum concentrations in healthy subjects was adopted and the individual PK parameter estimates fixed and used in all PD models [3]. If the value of the objective function (OFV) was used as a criterion of goodness of fit, the models can be ordered A > B > C >> D with Model D corresponding to the lowest OFV different from Model C by 150. Although the numbers of estimated parameters (fixed effect + interindividual variability + residual variability) were ordered inversely 9 < 11 = 11 < 13, the notable change in the OFV (Akaike Information Criterion) indicated Model D as the best.  Model validation evidenced accurate and precise prediction of model parameters and the time course of percentage of reticulocytes. Model D attributed the observed increase in reticulocyte counts to the stimulation of production of progenitor cells in bone marrow as well as transient increase in the mean maturation time of the circulating reticulocytes.

Conclusions: A semi-physiological model quantifying the hematopoietic growth factor effects on production rate of precursor cells and its age distribution were developed. The most successful model indicated an indirect and delayed effect of rHu-EPO on the age distribution of the circulating reticulocytes that augments its stimulatory effect on the bone marrow precursor cells.

References: 
[1] Krzyzanski W, Perez-Ruixo JJ, An assessment of recombinant human erythropoietin effect on reticulocyte production rate and lifespan distribution in healthy subjects. Pharm. Res. (2007).
[2] Cheung WK, Goon BL, Guilfoyle MC, et al., Pharmacokinetics and pharmacodynamics of recombinant human erythropoietin after single and multiple subcutaneous doses to healthy subjects. Clin. Pharmacol. Ther. 64: 412-23 (1998).
[3] Olsson-Giskeskog P, Jacqmin P, Perez-Ruixo JJ, Population pharmacokinetics meta-analysis of recombinant human erythropoietin in healthy subjects. Clin. Pharmacokinet. 46: 159-173 (2007).
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Armel Stockis Population pharmacokinetics of certolizumab pegol

Etienne Pigeolet(1), PhilippeJacqmin(2), Maria Laura Sargentini-Maier(1), G. Parker(1) and Armel Stockis(1).
(1) UCB Pharma, Braine l'Alleud (Belgium) and Slough (UK); (2) Exprimo, Lummen (Belgium).
Objectives: Certolizumab pegol (CZP) is a pegylated Fab´ fragment of a humanized anti-TNF antibody.  The aim of the analysis was to identify demographic and physiologic determinants of the disposition of CZP, in Crohn's Disease (CD) patients.

Methods: We evaluated 10275 plasma concentration-time records from 1580 subjects of whom 80% were patients with Crohn's disease, 15% rheumatoid arthritis and 5% healthy subjects. The structural model was a two compartment model with mixed order (between 0 and 1) absorption and first order elimination rates, and inter-occasion variability on clearance. Modeling was performed using NONMEM V.

Results: Typical clearance was 0.428 L/day and distribution volume 4.0 L in a 70 kg subject. Age, gender, creatinine clearance, white blood cells count and concomitant drug treatment such as steroids, amino-salicylic acid and analogs or anti-infectives did not influence the pharmacokinetics of CZP. Anti-CZP antibodies, repeated administration, weight, monocyte count, immunosuppressant intake and ethnicity had a statistically significant effect on the pharmacokinetic model.  Simulations from the final model showed that, at steady state, only the presence of anti-CZP antibodies had a more than 30% effect on Cmax and AUCtau.  However, these were detected in only 8% of the patients and did not appear to influence the efficacy endpoint (CDAI score). Doubling body weight, the second most influential covariate, was associated with a 25 % and a 20% decrease in Cmax and AUCtau , respectively.

Conclusions: Amongst the numerous covariates tested for their contribution to the pharmacokinetic variability of CZP, none of them seemed to have a clinically relevant impact.

Poster: Applications- CNS



Emma Bostrom Blood-brain barrier transport helps explain discrepancies in in vivo potency between oxycodone and morphine

Emma Boström, Margareta Hammarlund-Udenaes and Ulrika SH Simonsson
Division of Pharmacokinetics and Drug Therapy, Department of Pharmaceutical Biosciences, Uppsala University, Box 591, SE-751 24 Uppsala, Sweden
Objectives: The objective of this study was to evaluate the brain pharmacokinetic-pharmacodynamic (PKPD) relationships of unbound oxycodone and morphine in order to investigate the influence of blood-brain barrier (BBB) transport on differences in potency between these drugs. 

Methods: Microdialysis was used to obtain unbound concentrations in brain and blood. The antinociceptive effect of each drug was assessed using the hot water tail-flick method. A population PK model of morphine was developed using NONMEM. BBB transport was described as the rate (CLin) and extent (Kp,uu) of equilibration, where CLin is the influx clearance across the BBB and Kp,uu is the ratio of the unbound concentration in brain to that in blood at steady state. A joint PKPD model of oxycodone and morphine based on unbound brain concentrations was developed and used as a statistical tool to evaluate differences in the PD parameters of the drugs. 

Results: A six-fold difference in Kp,uu between oxycodone and morphine implies that, for the same unbound concentration in blood, the concentrations of unbound oxycodone in brain will be six times higher than those of morphine. A direct effect model was applied to the unbound brain PKPD data. A power model using Effect = Baseline + Slope • Cγ best described the data. Drug-specific Slope and γ parameters were supported by the data, making the relative potency of the drugs concentration-dependent. Based on unbound brain concentrations, morphine was the more potent drug. However, based on unbound blood concentrations, oxycodone was more potent.

Conclusions: For centrally acting drugs such as opioids, PKPD relationships used for describing the interaction with the receptor are better obtained by correlating the effects to concentrations of unbound drug in the tissue of interest rather than to blood concentrations.
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marc-antoine fabre Population pharmacokinetic analysis in children, adolescents and adults with schizophrenia or bipolar disorder

M.A. Fabre (2), E. Fuseau (2), A. Vermeulen (1), A. Thyssen (1).
(1) Johnson & Johnson Pharmaceutical Research & Development; (2) EMF Consulting, BP 2, 13545 Aix en Provence, France
Introduction: Risperidone is an effective and well-tolerated atypical antipsychotic. Oral risperidone is licensed for the treatment of schizophrenia and acute mania associated with Bipolar I disorder in adults.  

Objectives: To evaluate the pharmacokinetics (PK) of risperidone (RIS) and the active moiety (AM) in paediatric subjects with schizophrenia or bipolar disorder compared to adults using population PK analysis.Objectives: Text regarding objectives.

Methods: The population PK analysis of RIS and AM plasma concentrations was performed on rich and sparse data from three studies in paediatrics and six studies in adult subjects with either schizophrenia or bipolar disorder and included 304 children/adolescents (9-17 years) and 476 adults (18-71 years).  A two-compartmental population pharmacokinetic model was developed using nonlinear mixed effects modelling (NONMEM).  Age, sex, race, body weight, creatinine clearance (CRCL) and study were incorporated in the models to test as potential covariates. Since the dataset included children, adolescent and adult data, allometric scaling was used as a prior in the structural model.

Results/Conclusion: The AM and RIS concentrations were best described by a two-compartment disposition model with first order absorption and first order elimination.  CRCL, age and weight increased the clearance of the active moiety, which is unlikely to be of clinical relevance as simulated plasma concentrations were similar in children, adolescents and adults. 

After including allometric scaling as a prior for clearances and volumes, none of the demographic or biochemical characteristics tested were found to have an effect on any of the PK parameters of risperidone. This suggests that the PK of risperidone was similar between children, adolescents and adults after accounting for body weight differences.
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Matt Hutmacher Modeling the Dropout from Longitudinal Adverse Event Data: Selecting Optimal Titration Regimens

Bojan Lalovic, Matthew M Hutmacher, Bill Frame, Kaori Ito, Raymond Miller
Pfizer
Background: Dizziness and somnolence are the predominant adverse events (AEs) reported in the treatment of Generalized Anxiety Disorder (GAD) with pregabalin, representing a major determinant of study withdrawal (dropout).  Various ad-hoc administration regimens (titration schemes) have been implemented throughout the development of this compound to reduce the incidence and severity of AEs and dropout rates, based on clinical considerations.

Objectives: To execute a quantitative, model-based titration schedule optimization, we modeled patient withdrawal resulting from reported AEs across all dose escalation regimens. The model is to be used to provide prospective clinical trial simulations of titration schedules to select an optimal scheme to minimize AEs and resulting study withdrawal.

Methods: We developed a parametric, discrete-time model of dropout (study withdrawal) based on individual daily self-reported AE (dizziness and somnolence) information.  Adverse events were reported as none, mild, moderate or severe (ordered categorical data) across six 4-6 week studies.  The dropout model focused on AEs due to considerable withdrawal during the initial, titration phase week.  Graphics of nonparametric estimates of survival (plots of hazard probabilities vs. time and Kaplan Meier plots of observed vs. model predicted survivorship probabilities) were used as a guide in the selection of appropriate probability distribution model.  Exponential, Weibull, log-logistic, linear-exponential and Gompertz parametric hazard probability distributions were examined to describe the time course of dropout risk as a function of the maximum adverse event by day.  The hazard varied as a linear or exponential function of time for the linear-exponential and Gompertz models, respectively.  The maximum adverse event severity (MAXAE) across dizziness or somnolence resulted in a more parsimonious model compared to the use of either measure of AE alone.

Results: The best fit to the data was achieved using the Gompertz model for hazard probabilities. This two term log-linear hazard function was comprised of time-invariant (intercept) and a time-dependent parameter (slope) allowing for a monotonically decreasing, time-dependent changes in discrete conditional dropout (hazard). Additionally, initial hazard was larger with higher severity of dizziness or somnolence (MAXAE>=2), corresponding to an initially short dropout half-life of 3, 8 and 60 days at day 1, 10 and 30, respectively.  On the other hand, dropout half-lives were significantly longer (lower conditional risk) for groups reporting lower MAXAE severities, in the order of months and only slowly increasing throughout the study.  For the individuals reporting no adverse events at day 1, 10 and 30, half-lives were 211, 250 and 350 respectively. The model also supported disease duration as a predictor of dropout.  Predictive check demonstrated good model performance across all dose arms of the trials.

Conclusions: The discrete time parametric dropout model adequately described the time course of withdrawal across all GAD studies.  Prospective simulations highlight the impact of differing titration schemes on dropout probabilities.

References: 
[1] Feltner DE, Crockatt JG, Dubovsky SJ, et al. A randomized, double-blind, placebo-controlled, fixed-dose, multicenter study of pregabalin in patients with generalized anxiety disorder. J Clin Psychopharmacol 2003 Jun; 23 (3): 240-9
[2] Pohl RB, Feltner DE, Fieve RR, et al. Efficacy of pregabalin in the treatment of generalized anxiety disorder: double-blind, placebo-controlled comparison of BID versus TID dosing. J Clin Psychopharmacol 2005; 25: 151-8
[3] Rickels K, Pollack MH, Feltner DE, et al. Pregabalin for treatment of generalized anxiety disorder: a 4-week, multicenter, double-blind, placebo-controlled trial of pregabalin and alprazolam. Arch Gen Psychiatry 2005; 62: 1022-30
[4] Montgomery SA, Tobias K, Zornberg GL, et al. Efficacy and safety of pregabalin in the treatment of generalized anxiety disorder: a 6-week, multicenter, randomized, double-blind,placebo-controlled comparison of pregabalin and venlafaxine. J Clin Psychiatry 2006; 67: 771-82
[5] Pande AC, Crockatt JG, Feltner DE, et al. Pregabalin in generalized anxiety disorder: a placebo-controlled trial. Am J Psychiatry2003 Mar; 160 (3): 533-40
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Laura Iavarone Population PK/PD of Alprazolam in the Attenuation of ACTH Activation Induced by Cognitive Performance in Metyrapone-treated Healthy Volunteers

L. Iavarone(1), R. Gomeni(1), E. Merlo-Pich(2)
(1) CPK&MS, GSK, Verona, Italy; (2) CPDM, GSK, Verona, Italy;
Objectives: The control of ACTH release from the pituitary is under hormonal controls. Stimulating effects are produced by the peptide CRH released from the hypothalamus under stress. Inhibiting effects are produced by circulating cortisol, whose release from the adrenal glands is in ACTH-dependent. Metyrapone, an inhibitor of the cortisol synthesis, attenuate the cortisol negative feedback on ACTH release, resulting in an enhanced sensitivity to the stimulating effects of CRH.  In this work we investigated the effects of Alprazolam on ACTH levels over time(4h) following dosing and in response to a cognitive performance test in volunteers receiving metyrapone 8 h before. The objective was to model the time-course of the inhibition produced by Alprazolam. 

Methods: The relationship between ACTH and Alprazolam plasma levels was studied using an indirect PD response model. The rate of change of the ACTH response over time with no drug present can be described by  dR/dt=kin-kout∙R,   kin   is the zero-order constant for production and kout  is the first-order rate constant for loss. The PK/PD model was developed in a stepwise fashion and described the change in ACTH over time and the effect of cognitive test at 3h post-dose.   The final model represents inhibitory processes that operate according to the classical inhibitory function, I(t)=1-(Cp/(Cp+IC50) where Cp  is the Alprazolam plasma levels and IC50  is the Alprazolam plasma levels producing 50% of maximum inhibition. The rate of change of R can be described by dR/dt= kin∙I(t)-kout∙R. A Mixed effect modelling (NONMEM) was used to estimate the model parameters. The circadian fluctuation of ACTH in the absence of Metyrapone was described by a cosine function over a 24h period

Results: Increase of ACTH over time was produced by metyrapone, further enhanced by the cognitive test. Alprazolam was able to decrease ACTH level in the experimental settings. The PK/PD relationships between ACTH exposure and Alprazolam plasma levels able to overall inhibit over the 24h the release of ACTH of the 50% (IC50) was estimated to be 6.22ng/mL.

Conclusions: 

Metyrapone increased ACTH level over time and cognitive test produced a peak of ACTH. Both effects were attenuated by alprazolam in exposure-dependent manner, with an IC50 estimated a 6.22 ng/mL.  This work indicates the possibility to investigate GABAergic compound using endocrinologic endpoints and PKPD modelling.

References: 
[1] M Hossain et al. Pharmaceutical Research, Vol. 14, No3, 309-315 (1997)
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Maria Kjellsson Modelling Sleep Using Markov Mixed Effects Models

Maria C. Kjellsson (1), Daniele Ouellet (2), Raymond Miller (2), Mats O. Karlsson (1)
(1) Uppsala University, Uppsala, Sweden (2) Pfizer Global Research & Developement, Ann Arbor, Michigan, USA
Objectives: To characterize the time course of sleep stages and the concentration-effect relationship of Drug X relative to placebo and to an active comparator using Markov models in patients with insomnia.

Methods: Sleep data were obtained in a 4-way crossover study of low and high doses of Drug X, a standard dose of an active control and placebo in 43 patients with primary insomnia.  Sleep stages were measured for 8 hrs overnight at screening (baseline) and for 2 nights of dosing following each treatment. Markov models consisting of submodels for baseline, placebo, Drug X and positive control were developed for each transition. All models were merged into a joint sleep model for simulations.
The submodels were developed sequentially, starting with baseline, followed by placebo, and in parallel for each drug. For each additional submodel, the parameters of the previous submodel were fixed. To speed up the model-building process, a number of pre-defined standard models for each submodel were tried. These standard models were chosen based on previous experience with similar data [1] and physiological plausibility.
The model development was done using a population analysis approach in NONMEM V, assessing both between subject and between occasion variability (BSV, BOV).
A posterior predictive check and simulations of 3 alternate study designs were performed.

Results: The baseline model was in most cases best described by a piece-wise linear function (PWL) of both bedtime (0 to 8 hrs) and stage time (duration within a stage). The PLW had two slopes with an internal breakpoint, which was either fixed at the median or estimated. BSV was characterized in most transitions and BOV in about half of the transitions.
Placebo effects were found on 4 transitions, all for transitions between awake, stage 1 and REM. A majority of the drug effects of Drug X were best described as a linear model as a function of drug concentration in the effect compartment. The drug effects of the positive control were described with a linear model changing with the predicted concentrations in central compartment.
The predictive performance of the joint model, assessed by simulations of the realized study design, was good, with 16 of 18 pre-defined efficacy parameters well described.
Simulations with changing the time of dosing from ½ hour to 1 hour prior to bedtime resulted in a 40% reduction in latency to persistent sleep for the higher dose of Drug X.

Conclusions: The proposed reduced model building process resulted in a model that describes the sleep pattern at baseline, and following placebo, low and high dose of Drug X and positive control.

References: 
[1] Karlsson MO et al. A pharmacodynamic Markov mixed-effect model for the effect of temazepam on sleep. Clin Pharmacol Ther 2000;68(2):175-88
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Frank Larsen Non-Linear Mixed Effects PK/PD Modelling of Acute Autoinhibitory Feedback Effects of Escitalopram (ESC) on Extracellular Serotonin (5-HT) Levels in Rat Brain

F. Larsen (1), C. Bundgaard (2)
(1) Clinical Pharmacology & Pharmacokinetics, (2) Discovery ADME, H. Lundbeck A/S, Copenhagen, Denmark.
Objectives: To characterise the PK/PD relationships including inter-individual variability (IIV) of ESC-induced 5‑HT response after acute administration to rats. A mechanistic turnover feedback model was assessed using a non-linear mixed effects (NLME) modelling approach. 
Methods: Rats (n=17) were infused with 2.5, 5, or 10 mg/kg ESC or vehicle over 60 min. Extracellular 5-HT in hippocampus was monitored using microdialysis. Simultaneously, serial blood was sampled for ESC unbound plasma levels. The structural PK/PD model was a turnover model with drug-induced inhibition of loss of response (kout) and an inhibitory feedback moderator function resembling the acute mechanism of action of ESC[1]. Response acted linearly on the production (ktol) of the moderator, which acted inversely on the production (kin) of response (% of basal level 5-HT normalised to 100%). Additional model parameters were RBAS (baseline 5-HT), n (Hill-factor), Imax (maximal inhibition of loss of response) and IC50 (plasma levels of ESC resulting in 50% inhibition of loss of response). The PK model was fitted and the final parameter estimates were fixed in the combined PK/PD analysis. The PD model was described by differential equations (ADVAN9). IIV was modelled using exponential errors. The residual variability was proportional for the PK and additive for the PD. The final modelwas evaluated using 95% predictive performance plots and bootstrap analysis. NONMEM VI (Globomax) was used for the modelling.

Results: A two-compartment PK model (ADVAN3, TRANS4) adequately described the ESC plasma levels. IIV was identified for CL (17%), V1 (45%), Q (15%). Dose level on clearance was the only significant covariate. 5-HT levels were significantly increased following drug administration. However, at high doses, the mean response-time curves were almost identical. Therefore, a simple intrinsic turnover model was considered inappropriate. The final model included no further covariates and fitted all the response-data well and resulted in parameter estimates with acceptable precision. IIV was identified for RBAS (16%), Imax (14%) and IC50 (82%). The residual variability was 18% for the PK and 30 response units (%) for the PD.

Conclusion: The NLME turnover feedback model was successfully implemented. Variability estimates were low to moderate except for IIV of the in vivo potency (IC50). The model may serve as a tool to compare the PK/PD behaviour of different SSRIs.

Reference:
[1] C. Bundgaard, F. Larsen, M. Jørgensen, J. Gabrielsson, 2006. Mechanistic model of acute autoinhibitory feedback action after administration of SSRIs in rats: application to escitalopram-induced effects on brain serotonin levels. Eur. J. Pharm. Sci. 29, 394-404.
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Mathilde Marchand Supporting the recommended paediatric dosing regimen for rufinamide using clinical trial simulation

Mathilde Marchand (1, 2), Eliane Fuseau (1), David Critchley (3)
(1) EMF consulting, Aix en Provence, France; (2) EA3286 Laboratoire de Toxicocinétique et Pharmacocinétique, Marseille, France; (3) EISAI Global Clinical development, UK
Background: Rufinamide marketing application was reviewed recently by the CHMP (Committee for medicinal products for human use), for the treatment of seizures associated with Lennox-Gastaut syndrome (LGS) as adjunctive therapy in patients 4 years and older. Relationships between pharmacokinetics, efficacy and safety parameters have been established. However, only one study had been conducted in patients with Lennox-Gastaut syndrome. To document the exposure in a larger population, simulations of exposure and efficacy under the proposed dosing regimen were performed, so that the main sources of variability could be understood and dosing regimens found to give exposure similar to that shown to be safe and efficacious in larger populations of patients with others types of epilepsy. 

Methods: Monte Carlo simulations were used to investigate the effect on rufinamide exposure and efficacy in the patient population of different proposed dosing regimens. Four dosing regimens, varying in term of initial dose, dose increment and maximum daily dose were defined based on patient body weight from 4 to 35 years of age. Since exposure variability appeared to increase in children with body weight less than 30 kg, additional simulations of exposure were carried out in that population. 

Results/Conclusions: The simulations of the different dosing regimen resulted in rufinamide exposure similar to that observed during clinical trials. The results of the simulated total seizure frequency per day show a large variability, which was also observed in the LGS clinical study. The concentrations simulated in patients with a body weight less than 30 kg presented a large interindividual variability than other patients. Additional simulations demonstrated that this increased variability was due to greater valproate concentration in some of the children treated with rufinamide. Complementary investigations of maximum daily dose lead to propose maximum daily dose for patients less than 30 kg receiving antiepileptic drugs: rufinamide and valproate. This recommendation would ensure that children (less than 30 kg) treated with rufinamide and valproate concomitantly would not be overexposed to rufinamide.
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Gianluca Nucci Population pharmacokinetic modelling of pimozide and its relation to CYP2D6 genotype.

Gianluca Nucci, Keith Muir and Roberto Gomeni
Clinical Pharmacokinetics Modelling & Simulation, GlaxoSmithKline, Verona Italy
Background: Pimozide is a dopamine receptor antagonist used to treat obsessive compulsive disorder associated with Tourette's syndrome. In humans, pimozide is believed to be primarily metabolised by cytochrome P450 enzyme system CYP3A4 [1, 2] although CYP2D6 may also play a role .
Objectives: The objectives of the population pharmacokinetic analysis were to model the pharmacokinetics of pimozide in subjects of different CYP2D6 phenotypes in order to elucidate the role of CYP2D6 in pimozide disposition.

Methods: A two-compartment model with first-order absorption, and lag-time was implemented for Pimozide as basic model. It was fitted to the data of 32 healthy volunteers using NONMEM. Individual covariate used to refine the model estimates were age, weight, sex and CYP2D6 polymorphisms.

Results: Based on CYP2D6 genotype, the subjects had the following predicted metabolizer status: Extensive (EM) N=26, Intermediate (IM) N=4, and Poor (PM) N=2. CYP2D6 genotype was found to highly significantly improve model fitting to the data, with average population clearance of 14, 36 and 55 L/h in PM, IM and EM respectively. The variability of pimozide plasma concentrations was caused to a relevant degree by CYP2D6 (CVb% is decreased from 60% to 30% when CYP2D6 activity was taken into consideration). Individual body weight was found to be significantly linked to pimozide volume of distribution.

Conclusions: These population PK results suggest that pimozide CYP2D6 metaboliser status impacts significantly on the PK of pimozide, and CYP2D6 is at least as important as CYP3A4 in pimozide metabolism.

References: 
[1] Desta Z, Kerbusch T, Flockhart DA. Effect of clarithromycin on the pharmacokinetics and pharmacodynamics of pimozide in healthy poor and extensive metabolizers of cytochrome P450 2D6 (CYP2D6).Clin Pharmacol Ther. 65(1):10-20, 1999.
[2] Desta Z, Kerbusch T, Soukhova N, Richard E, Ko JW, Flockhart DA. Identification and characterization of human cytochrome P450 isoforms interacting with pimozide. J Pharmacol Exp Ther. 285(2):428-37, 1998.
[3] Richard E, Soukova N, & Kerbusch T: Metabolism of pimozide by CYP3A and CYP2D6 in human liver microsomes Clin Pharmacol Ther. 61(2):232, 1997
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Gijs Santen Comparing treatment effect in depression trials: Mixed Model for Repeated Measures vs Linear Mixed Model

Gijs Santen(1), Meindert Danhof(1), Oscar Della Pasqua(1,2)
1) Division of Pharmacology, LACDR, Leiden University, Leiden, the Netherlands. (2) Department of Clinical Pharmacokinetics/Modeling & Simulation, GlaxoSmithKline, Greenford, UK
Objectives: It is a well known fact that depression trials may fail in 50% of the cases even if effective doses of an antidepressant drug are administered. A high placebo effect, large variability between patients and inadequate endpoints are commonly given as reasons for this high failure rate. Therefore, investigations into alternative endpoints, novel study designs and statistical methods using historical data could lead to a reduction in the failure rate in clinical trials with anti-depressant drugs. In previous work we have explored the sensitivity of the Hamilton Depression Rating Scale (HAM-D) to treatment effect. The current work focuses on the impact of standard statistical analysis used to evaluate effect size in clinical trials, the Linear Mixed Model for Repeated Measures (MMRM) and compares it with a Linear Mixed Model (LMM).

Methods: Data from several double blind randomised placebo-controlled trials in Major Depression were extracted from GlaxoSmithKline's clinical database.  Basically, the MMRM models repeated measures within a single individual as multivariate data with an unstructured covariance matrix that is assumed to identical across individuals. Treatment-time and baseline-time interactions are modelled as fixed effects. The LMM models HAMD response with the interactions treatment-time and baseline-time as fixed effects, but includes a subject-specific effect. MMRM analysis was performed in SAS using proc mixed, whilst LMM was also fitted in SAS using proc mixed and WinBUGS, with missing data replacement by the posterior predictive distribution for the specific individual.

Results: Re-analysis of study data revealed minor differences for the estimates obtained with either method. However, when diagnostic plots are evaluated, it is clear that the MMRM shows a bias relative to LMM. Model bias was especially evident across the range of responses in the observed vs predicted plots and over the time course of response of an individual patient. In a few occasions, MMRM resulted in incorrect estimates of significance level and consequently wrong conclusions about treatment effect.

Conclusions: The analysis of HAM-D data with an identical unstructured covariance matrix across individuals may not be appropriate. The use of the LMM with subject-specific random effects and missing data replacement based on posterior prediction distributions may offer a better alternative to current methodology for the assessment of treatment effect in depression.
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Armel Stockis Dose-response population modeling of the new antiepileptic drug brivaracetam in add-on treatment of partial onset seizures.

Christian Laveille(1), Eric Snoeck(1), Brigitte Lacroix(2), Maria Laura Sargentini-Maier(2), Armel Stockis(2)
(1) Exprimo, Lummen, Belgium; (2)UCB Pharma, Braine-l'Alleud, Belgium.
Objectives: To describe the individual change in seizure frequency from baseline after treatment with brivaracetam or placebo, to model the dose-response relationship and to assess the impact of potential covariates.

Methods: Efficacy data were used from two double-blind, placebo-controlled parallel-group phase-IIB trials in 363 patients aged 16-65 years. Brivaracetam dose levels were 0, 5, 20, 50 and 150 mg/day.  Individual seizure frequency was modeled with NONMEM (version V) as a Poisson process, expressed as a function of baseline seizures, drug treatment, placebo effect and subject specific-random effects. The Mixture function was used for partitioning the population in two subgroups of patients exhibiting decreased or increased seizure frequency compared to baseline. In the first group, the drug effect was modeled using an Emax dose-response function on top of the placebo effect, whereas the change in seizure frequency in non-improving patients was dose-independent. In a second step, the dose was replaced by individual posterior estimates of AUCtau in the Emax model.

Results: 73% of the patients were classified as improving on brivaracetam, compared to 57% on placebo. In improving patients, the ED50 was predicted to be 21 mg/day and the maximum seizure reduction from baseline was 70%. The mean seizure reduction in patients improving on placebo was 41%. The mean increase in non-improving patients was 11%.  Age, bodyweight, gender, carbamazepine, phenytoin, and the number of concomitant AEDs were found to neither affect the percentage of patients who are likely to improve nor the extent of change in seizure frequency, while country and concomitant levetiracetam influenced the effect size. The concentration-response model did not result in any improvement over the dose-response model.

Conclusions: Emax-modeling of Poisson-transformed seizure count data allowed to demonstrate a dose-response relationship for brivaracetam in 73% of the patients with refractory partial seizures. A dose of 20 mg daily is expected to decrease the seizure frequency by 50% of the maximum from baseline.  
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Nathalie Toublanc Retrospective population pharmacokinetic analysis of seletracetam in epileptic and healthy adults

Marc-Antoine Fabre, Eliane Fuseau(1), Maria-Laura Sargentini-Maier, Nathalie Toublanc(2)
(1) EMF consulting, Aix-en-Provence, France ; (2) UCB S.A., Braine-l’Alleud, Belgium
Objectives: Characterization of population pharmacokinetics of the novel SV2A ligand seletracetam (ucb 44212) in healthy and epileptic adult populations to identify covariates that may have a clinically significant influence on its pharmacokinetics (PK) and simulation of the PK profiles in patients with the formulation planned for phase IIb-III studies.

Methods: 233 subjects received single or multiple twice daily doses of instant release formulation of seletracetam in 4 clinical pharmacology studies and 3 phase IIa studies. Seletracetam concentration-time data were analyzed using NONMEM. Food, age, gender, race, body weight (BW), body surface area, treatment duration, dose and concomitant antiepileptic drug (AED), health status and creatinine clearance were tested as possible covariates. Absorption parameters for once a day (o.d) formulation were derived under fasted and fed conditions from a pilot study. They were added to the final model to simulate the profiles after o.d administration, using demographic covariates of the phase IIa patients with appropriate replications.

Results: 194 subjects were Caucasians, 109 females, 24 elderly (above 65) and 124 epileptic subjects, with median (range) for BW and age of 74.5 (43-133) kg, and 36 (17-86) years. Seletracetam plasma concentrations were adequately described by a one-compartment model. BW, sex, age and enzyme inducing AEDs were identified as covariates affecting CL/F, resulting in a reduction of inter-individual variability (IIV) from 22% to 15%. The influence of the statistically significant covariates ranged between 16% (inducer AEDs) and 70 % (BW). BW and gender were also identified as covariates on V/F resulting in a reduction of IIV from 14% to 7%. The population mean of V/F was 0.6 and 0.5 L/kg for males and females.  Food also had a significant effect on the absorption rate.Based on simulation of the o.d formulation in a population consisting of replication of phase IIa patients, in both fasted and fed conditions, Cmaxss, Cavss, and Cminss increased in females, by 27% to 43%.  The influence of food on the o.d formulation was less than 15% on all parameters.  The effect of inducing AEDs was relevant only on Cminss (decrease ca. 27%)..

Conclusions: Although some covariates were statistically significant, based on simulations of concentration vs. time profiles in patients of an o.d. formulation, the only ones that may have a relevant effect on exposure are BW, sex, and enzyme inducing AEDs.
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Maud Vernaz-Gris Pooled PK analysis of a new CNS drug, in healthy subjects.

M. Vernaz-Gris (1), E. Fuseau (1), L. Del Frari (2), V. Brunner (2), P. Hermann (2)
(1) EMF Consulting, France ; (2) IRPF, France
Objectives: The objectives of the pooled data analysis were to describe the PK of a new drug developed in the CNS area, to evaluate variability in a population of healthy subjects and to provide a simulation model for optimising study design in patients.

Methods: The population PK analysis was performed on a pooled database, including 121 healthy subjects in 6 phase I studies.  Subjects received single or repeated oral dose as a solution (0.075 to 2.5 mg) or as a capsule (1 to 2.25 mg).  2490 plasma concentrations were available.  The structural PK model was chosen through individual PK modelling on a subset of subjects.  Thereafter, population PK modelling on the complete database was used to estimate the parameters (FOCE interaction estimation method).

Results and Conclusion: A two compartment disposition model with first order elimination and a proportional residual error model were used.  The drug often displayed either a large peak or two main peaks of plasma concentrations following single and repeated oral dose administration.  The absorption was best described by two different processes separated by a lag time: one fraction of the dose is absorbed into the central compartment by a zero order process; the remaining fraction of the dose is absorbed through a first order process.  The structural model includes various covariates, including the effect of the dose, food, formulation and time on apparent volumes of distribution (V2/F, V3/F), apparent inter-compartmental clearance (Q/F), duration of zero order absorption process (D2).  The absorption was rapid although D2 was increased with administration of a capsule and with food intake.  Inter individual variability (IIV) was evaluated for apparent clearance (CL/F), V2/F, V3/F, Q/F and D2.  The magnitude of IIV was estimated between 30 and 47 CV% with exponential error models.  Based on these results, simulations will be performed for optimising study design in patients.  
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Sandra Visser Modeling the time-course of the antipyretic effects and prostaglandin inhibition in relation the analgesic effects of naproxen: a compound selection strategy

Sandra Visser(1), Elke Krekels(1), Kristina Ängeby Möller(2), Marie Angesjö(1), Ingemo Sjögren(1) and Odd-Geir Berge(2)
(1)DMPK and (2)Disease Biology, Local Discovery, AstraZeneca R&D Södertälje, SE-151 85 Södertälje, Sweden
Objectives: This study aimed to characterize the pharmacokinetic-pharmacodynamic (PKPD) relationship between plasma concentrations, inhibition of TXB2 and PGE2 synthesis, and the antipyretic and analgesic effects of naproxen in rats in order to investigate whether analgesic measurements could be replaced by endpoints that are more sensitive for compound selection.

Methods: Analgesic effects: naproxen (0, 7.5 and 30 µmol/kg p.o.) was given 1h after an intra-articular injection of carrageenan. Weight bearing was assessed at 5 time points per rat using the PawPrint method and plasma concentrations were measured at 25h. 

Antipyretic effects: fever was induced by a 2 g/kg s.c. injection of brewer's yeast 4h before naproxen (0, 7.5, 30 and 90 µmol/kg p.o.). Body temperature was measured continuously using telemetry up to 25h after dosing and plasma concentrations were measured at 25h. 

Prostaglandin synthesis: TXB2 and PGE2 synthesis over time was measured ex vivo in separate animals using ELISA. Satellite animals were used to obtain the complete PK profile. The naproxen concentrations were analyzed using LC-ESI-MS/MS. Nonmem V was used for all PKPD modelling procedures.

Results: A two-compartment PK model described the concentrations of naproxen best. Fever was identified as a covariate on CL. Individual parameter estimates were used to predict the pharmacokinetic profiles to the analgesic and antipyretic effects. 

A sigmoidal relationship between the naproxen concentrations and the inhibition of TXB2 and PGE2 synthesis was observed. Population estimates for potency were 5±1 and 13±4 µM, respectively. Inter-individual variation was around 35% whereas the residual variation was 15%.

A linear model was used to describe the relationship between weight bearing on the affected limb and the concentrations. A tolerance pool model was used to describe the concentration dependent reduction of fever and the observed rebound. 

Naproxen was equipotent with respect to the antipyretic and analgesic effects. However, the variability in measurements was much larger and dose separation less clear for the analgesic effects.

Conclusions: The time-courses of the naproxen concentration, inhibition of TXB2 and PGE2 synthesis, antipyretic and analgesic effects in rats were quantified and correlated. Endpoints such as antipyretic effects or the inhibition of TXB2/PGE2 could serve as alternatives to analgesic measurements for identifying differences between compounds in lead optimization.
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Katarina Vucicevic Population Pharmacokinetic Modelling of Amitriptyline in Depression Patients

K. Vucicevic(1), B. Miljkovic(1), M. Pokrajac (1), I. Grabnar(2)
(1) Department of Pharmacokinetics, Faculty of Pharmacy, University of Belgrade, Serbia; (2) Faculty of Pharmacy, University of Ljubljana, Slovenia
Objectives: This study aimed to characterize population pharmacokinetics of amitriptyline (AMT), in order to identify possible influential covariates and to assess the linearity of AMT kinetics.

Methods: In total 428 plasma samples were obtained from 28 patients diagnosed with major depression after single AMT dose of 75mg or 150mg, and in steady-state achieved with t.i.d. doses. Population PK analysis was performed using NONMEM and Visual-NM. Data were fitted with one and two compartment models for both AMT and its active metabolite nortriptyline (NT), while FOCE INTERACTION was used for estimation. The influences of patients’ weight, age, sex, co-therapy with fluvoxamine or lithium, daily dose of AMT on PK parameters were examined. 

Results: The analysis showed that kinetics of AMT followed two-compartment model with first-order absorption and lag-time. No effect of dose on pharmacokinetic parameters was observed and the individual parameters estimated from steady state data were comparable to parameters estimated from single dose data. Mean (s.e.) parameter estimates were: CL=64.6 (1.5) L/h, Vc=896 (95) L ,Vp=641 (134) L, Q=114 (21) L/h, Ka=0.73 (0.13) h-1, Tlag=0.634 (0.032) h. Interindividual variability of AMT parameters was low and was best described by exponential error model, while proportional error model the most adequately characterized residual variability in AMT concentrations. NT kinetics was formation rate limited. Simultaneous fitting of parent drug and metabolite was a further step in modeling process.

Conclusions: The NONMEM analysis showed linear kinetics of AMT with no significant effect of tested covariates on AMT PK parameters.
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Xavier Delavenne The use of an indirect response model to assess interaction between drugs: acenocoumarol and amoxicillin + clavulanic acid

X Delavenne (1), T Basset (2), P Girard (3) , H Decousus (1,4), P Mismetti (1,4), S Laporte (1)
(1) Department of clinical pharmacology, EA3065, Saint-Etienne University Hospital, France;(2) Laboratory of pharmacology and toxicology, Saint-Etienne University Hospital, France; (3) EA3738, Faculté de Médecine de Lyon Sud, Oullins, France;(4) Department of Internal medicine and therapeutics, EA3065, Saint-Etienne University Hospital, France
Objectives: It has been reported in the literature an increase of anticoagulation level, assessed by prothrombin time, when acenocoumarol, an oral antivitamin K, is associated with amoxicillin plus clavulanic acid (antibiotic drug). The aim of present study was to investigate quantitatively the influence of amoxicillin plus clavulanic acid on pharmacokinetic (PK) and pharmacodynamic (PD) of acenocoumarol.

Methods: A single dose of 8 mg of acenocoumarol were orally administered to 8 healthy volunteers on day 1 and 8. From day 3 to 9, the volunteers received 1g of amoxicillin + 250 mg of clavulanic acid. Eleven blood samples were collected at day 1 and at day 8 for each volunteer; plasma concentrations of acenocoumarol and prothrombin time ratio (PTr) were measured. The PK-PD analysis was performed with a non-linear mixed effect model in NONMEM using FOCE INTERACTION method. In a first step, the structural PK model was identified by pooling the present dataset with other individual data from PK acénocoumarol trials. In a second step, an indirect PK-PD model was build conditional on the individual Bayesian PK parameter estimations from first step; PTr was fitted to an indirect action model with inhibition of the response synthesis as described by Dayneka [1]. The model is composed of two functions, one for the clotting factor (CF) and one for PTr: dCF/dt = Kin*(1-(Cp/(Cp+C50))) – Kout*CF PTr = PTr0*CF/(θ+CF), CF are the clotting factors, θ is the hyperbolic parameter. Demographic covariates, as well as antibiotic treatment effect, were tested on PK and PD parameters. The model was validated by visual predictive check.

Results: Plasma concentrations of acenocoumarol were best fitted with a two compartment and first-order absorption model. Weight was included as covariate on V2 and antibiotic treatment effect on CL, thus reducing unexplained inter-individual variabilities from 10.0% to 0.3% for V2 and from 12.2% to 8.7% for CL. A significant 15% decrease in anecocoumarol clearance was observed when antibiotic was prescribed. PTr levels were well fitted by the indirect response model, but no significant covariate were identified, and especially the co-administration of antibiotic did not induce any significant changes on the prothrombin time.

Conclusions: To our best knowledge, this is the first application of an indirect response model to acenocoumarol data for assessing drug interaction. The only drug interaction with antibiotic that was found in this study was at the PK level, but not at PD level. Despite some case reports of clinical suspicions, amoxicillin plus clavulanic acid do not seem to affect the pharmacodynamic activity of acenocoumarol as assessed by prothrombin time.

Reference: 
[1] J Pharmacokinet Biopharm 1993; 21: 457-78.
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Andreas Velsing Groth A Population PK/PD Model Assessing The Pharmacodynamics Of A Rapid-Acting Recombinant FVII Analogue, NN1731, In Healthy Male Subjects

Andreas Groth1, Judi Møss2, Tine Møller3, Steen Ingwersen1
1Biomodelling, 2Medical and Science, NovoSeven Key Projects, 3Biostatistics, Novo Nordisk, Bagsværd, Denmark
Objectives: NN1731 is a recombinant analogue of activated human coagulation factor FVII (FVIIa).  Preclinical studies have indicated increased activity of NN1731 compared to native FVIIa in thrombin generation; a key step in the pathway to blood coagulation [1]. Thrombin generation from prothrombin may be measured by the appearance in the blood of prothrombin fragments 1 & 2 (F1+2). A first human dose (FHD) trial investigated the safety and the PK of NN1731, including measurements of F1+2 in plasma. It was attempted to investigate the feasibility of establishing a population PK/PD model of NN1731 pharmacologic effect to enable a future estimation of a relative potency of NN1731 compared to native recombinant FVIIa (rFVIIa, NovoSeven®).

Methods: The FHD trial was a dose escalation trial with 4 cohorts of patients (5, 10, 20 and 30 mcg NN1731/kg). The population PK/PD analysis was performed using NONMEM based on plasma measurements of PK and F1+2 for PD. A linear 2-compartment model of NN1731 PK was developed to describe adequately an initial rapid distribution phase followed by a less rapid elimination phase. An indirect response model was used to describe the formation of F1+2 induced by NN1731.

Results: The population PK/PD model was able to describe well the NN1731 PK and the appearance of F1+2. 

Conclusions: Population PK/PD modelling may be used to provide an estimate of the relative potency of NN1731 compared to NovoSeven® once comparable measurements in subjects exposed to NovoSeven® become available.

Reference: 
[1] E. Persson et al, PNAS, 96;13583,2001.
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Stefanie Albers Population Pharmacokinetics and Dose Simulation of Carvedilol in Pediatric Patients with Congestive Heart Failure

S. Albers (1), B. Meibohm (2), J. Barrett (3), TS. Mir (4), S. Laer (1)
(1) Clinical Pharmacy and Pharmacotherapy, University of Duesseldorf, Germany; (2) Department of Pharmaceutical Sciences, University of Tennessee, Memphis, USA, (3) Childrens Hospital of Philadelphia, Philadelphia, USA, (4) Department of Pediatric Cardiology, University of Hamburg, Germany
Objectives: In-silico tools like population pharmacokinetic (Pop-PK) modeling and simulation play a pivotal role in developing safe and effective dosing strategies especially for pediatric patients. Therefore, the aim of our work was to investigate the ontogeny of carvedilol pharmacokinetics in pediatric patients by Pop-PK analysis. Dose simulations were performed to investigate the carvedilol dosing strategy for pediatric patients. The integration of these dosing regimens into clinical studies might increase the probability of success in future randomized controlled clinical studies aiming at efficacy.

Methods: Data were derived from a prospective, open-label study of carvedilol for the therapy of pediatric patients with congestive heart failure. Up to 13 plasma concentrations were determined from each patient during one dosing interval after 0.09 mg/kg QD and 0.35 mg/kg BID, respectively, using a validated HPLC-assay. Total plasma concentrations were analysed using a nonlinear mixed-effects modelling approach (NONMEM, Version V 1.1). The population model was further used for simulations of different daily doses and dosing intervals. Target parameter for the simulations was the area under the plasma concentration time curve (AUC) as a measure of drug exposure.

Results: 480 carvedilol plasma concentrations of 41 patients (0.1 - 19.3 years; median 3.5) were included in the analysis. Carvedilol pharmacokinetics were best described by a two-compartment model with first order absorption and absorption lag. Allometric weight normalization was used for clearances and volume of distribution parameters. Additionally, a significant influence of age on clearance (CL) and central volume of distribution (V2) was found:

CL [L/h] = 38.1*((weight [kg]/13)**0.75)-((age [years]/3.5)**2.7)

V2 [L] = 22.0*(weight [kg]/13)*(1-(0.13*age [years]/3.5))

Dose simulations revealed that for infants (28 days - 23 months), children (2 - 11 years) and adolescents (12 - 15 years) daily doses of 3, 2 and 1 mg/kg, administered in two or three doses were necessary to reach an exposure (AUC) comparable to adults receiving 0.7 mg/kg/day.

Conclusions: Younger patients have to be treated with higher doses of carvedilol to reach the same exposure as adults. These results have to be considered for further randomized controlled trials investigating the efficacy of carvedilol in order to avoid ineffective drug exposures. 
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Kevin Krudys Can Bayes Prevent QTC-interval prolongation? A challenge beyond random effects.

Kevin M. Krudys, Oscar Della-Pasqua
Clinical Pharmacology & Discovery Medicine, GlaxoSmithKline
Objectives: Early in the course of clinical development, it is important to be able to assess the propensity of non-antiarrhythmic drugs to prolong the QT/QTc interval. The current regulatory guidelines suggest using the largest time-matched mean difference between drug and placebo (baseline-adjusted) over the sampling interval[1], thereby neglecting any exposure-effect relationship and  underlying nonlinearity in physiological fluctuation of QT interval. Thus far, most modelling attempts used to characterise drug-induced QT interval prolongation do not account for the limitations in clinical data or disregard model parameterisation in terms of drug-specific and system-specific properties. The aim of this study is to use a Bayesian approach to characterise the exposure-effect relationship of three compounds known to prolong the QT/QTc interval. We show the advantage of this approach to avoid false positives/negatives and optimise the design of QT/QTc specific studies.

Methods: The database consisted of 4 studies of moxifloxacin (400 mg), one study of grepafloxacin (600 mg) and one study of d,l-sotalol (160mg) with a total of 453 subjects. Population PK models were built for each compound to simulate individual concentration values at the times of QT measurements. The pharmacodynamic (PD) model describing QT interval comprises three components: an individual correction factor for RR interval (heart rate), an oscillatory component describing the circadian variation and a truncated Emax model to capture drug effect[2]. Model building was performed in WinBUGS version 1.4. The posterior distributions provided by WinBUGS allowed for the simulation of scenarios to investigate the impact of different study designs.

Results: The PD model provided estimates of a heart rate correction factor of mean (95% credible interval) 0.30(0.28 - 0.32) and a 24 hour circadian component with amplitude 3.34(2.32 - 4.39) ms and phase 3.23(3.01 - 3.62) hrs. The estimated QT prolongation due to moxifloxacin, grepafloxacin and d,l-sotalol at the 75th percentile of the observed concentration range was 7.19(6.06 - 8.35), 19.43(15.83 - 23.13) and 13.68(11.52 - 15.94) ms, respectively. Simulations suggest that the use of a PK/PD model can establish the QT liability of a compound using considerably fewer subject and/or samples than the standard approach.

Conclusions: A population model of QT interval was developed for three compounds known to cause QT prolongation. The explicit description of the exposure-effect relationship, incorporating various sources of variability offers advantages compared to the standard regulatory approach in that it yields estimates of the exposure required to reach clinically relevant increase in QT interval without the requirement for parameterisation of maximum effect (Emax). In addition, the posterior (predictive) distribution can be used directly to translate liability to QT interval prolongation across varying dose ranges.  

References: 
[1] Guidance for Industry: E14 Clinical evaluation of QT/QTc interval prolongation and proarrhythmic potential for non-antiarrhythmic drugs. http://www.fda.gov/cder/guidance/6922fnl.pdf 
[2] Bachman WJ, Gillespie WR. Truncated sigmoid Emax models: a reparameterization of the sigmoid Emax model for use with truncated PK/PD data. In American Society for Clinical Pharmacology and Therapeutics (ASCEPT) Meeting 1998.
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Céline LAFFONT Population pharmacokinetic analysis of perindoprilat in hypertensive paediatric patients

Laffont CM (1), Mentré F (2) and Foos-Gilbert E (1)
(1) Servier Research Group, Courbevoie, France (2) INSERM U738, Paris, France; University Paris 7, Paris, France
Introduction: The use of angiotensin-converting enzyme (ACE) inhibitors in the treatment of children suffering from hypertension or congestive heart failure has been widely recognized as useful. However, little is known about the pharmacokinetics of ACE inhibitors in these patients.

Objective: To develop a population pharmacokinetic model for perindoprilat in paediatric patients using both paediatric and adult data.

Material and Methods: An orodispersible formulation of perindopril (prodrug) was developed for paediatric use. This formulation was administered once per day to 60 hypertensive children and adolescents [median age (range) = 6 (2-15) years)] in a 4-month Phase II study. It was also given once per day to 24 healthy adult volunteers for one week in a Phase I study. Sparse (n=3-5) or extensive (n=12) blood sampling was performed at steady-state in the Phase II and Phase I studies, respectively. Perindoprilat plasma concentrations in paediatric patients (254 observations) were analysed together with adult data (286 observations) in order to better evaluate the impact of body weight on perindoprilat pharmacokinetic parameters. The population pharmacokinetic analysis was performed using NONMEM V.

Results: Perindoprilat plasma concentrations were analysed as the sum of unbound perindoprilat concentrations and concentrations of perindoprilat bound to circulating ACE. Unbound concentrations were best described by a one-compartment model with first-order formation and lag-time. Perindoprilat binding to ACE was modelled using a Michaelis-Menten relationship, assuming a single saturable binding site. Since it was not possible to estimate perindoprilat binding parameters from the present data, those were fixed to parameter estimates found in a previous population analysis in adults, for which adequate blood sampling was performed. Perindoprilat apparent clearance (CL/F) and volume of distribution (V/F) were related to body weight using general allometric equations (power model). Estimation of power model parameters revealed that CL/F and V/F increased proportionally with body weight. Creatinine clearance was estimated from serum creatinine using Schwartz formula. It was found to significantly influence CL/F and V/F, which is consistent with previous findings in adults [1] and the renal elimination of perindoprilat. Altogether, body weight and creatinine clearance explained a large part of the between-subject variability in CL/F and V/F for the paediatric population.

Conclusion: This population PK model provides a rationale for the adjustment of the initial therapeutic dose in paediatric patients (which may be further modified based on clinical evaluation). The initial therapeutic dose should be administered on a µg/kg basis, and should be reduced in case of moderate renal impairment in agreement with the recommendations made in adults.

References: 
[1] Parker E, Aarons L, Rowland M and Resplandy G (2005) The pharmacokinetics of perindoprilat in normal volunteers and patients: influence of age and disease state. Eur J Pharm Sci 26:104-113
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Divya Menon Pharmacokinetics / Pharmacodynamics of Intravenous Bolus Nicardipine in Adults Undergoing Cardiovascular Surgery

Divya Menon (1), John T. Mondick (1), Bhuvana Jayaraman (1), Albert T. Cheung (2), Jeffrey S. Barrett (1)
(1) Laboratory for Applied PK/PD, Division of Clinical Pharmacology and Therapeutics, The Children’s Hospital of Philadelphia, PA. (2) Department of Anesthesia, University of Pennsylvania, Philadelphia, PA.
Background: Nicardipine is a dihydropyridine calcium channel antagonist with selectivity for the coronary and peripheral vasculature, and minimal negative inotropic effects. The antihypertensive effect of nicardipine is characterized by a rapid onset of action and a short duration of effect, making it suitable for use in perioperative conditions. IV bolus administration of nicardipine in anesthetized patients has been shown to result in an acute decrease in arterial blood pressure without reflex tachycardia. Previous studies have concluded that nicardipine obeys linear pharmacokinetics. 

Purpose: The objectives of this investigation were the following: (1) Construct a population pharmacokinetic / pharmacodynamic (PK/PD) model to describe the effect of an intravenous bolus nicardipine dose on the mean arterial blood pressure in anesthetized patients undergoing cardiovascular surgery. (2) Identify covariates that are predictors of variability. (3) Utilize the population PK/PD model to plan a multiple dose trial from which drug labeling can be defined.

Methods: A population PK/PD model was constructed from data collected from 40 anesthetized patients undergoing cardiovascular surgery, randomized to receive 0.25, 0.5, 1 or 2 mg of nicardipine. Nicardipine was administered directly into the right atrial port of the pulmonary artery catheter. PK samples were collected at predose, 2, 5, 7, 10, 20, 30, 90, 120, 180 and 240 min. Systolic and diastolic blood pressure was measured predose and every 15 seconds for up to 240s after nicardipine administration and every 60 s thereafter for up to 30 minutes. The data was analyzed using nonlinear mixed effects modeling with NONMEM. The predictive performance of the final model was evaluated by the predictive check method. 

Results: The pharmacokinetics of nicardipine following IV bolus administration was well described by a two compartment model. The effects of nicardipine on mean arterial pressure were modeled using a slow receptor-binding model. The population mean (%CV) PK parameter estimates for CL, V1, Q and V2 were 23.6 (27.2) L/h, 0.22 (30.8) L, 10.3 (30.7) L/h and 3.08 (23.1) L. A graded increase in clearance was observed with increasing doses.

Conclusions: Contrary to the results reported following administration of an infusion, an effect mediated increase in the clearance of nicardipine was observed. We are exploring design elements in the planned multiple dose trial to aid us in discriminating equally plausible models. All possible models and approaches are discussed.

Reference: 
Cheung et al, Anesth Analg 1999, 89:1116-23
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Silke Dittberner Determination of the absolute bioavailability of BI 1356, a substance with non-linear pharmacokinetics, using a population pharmacokinetic modelling approach

Dittberner, S. (1), V. Duval (2), A. Staab (2), I. Troconiz (3), U. Graefe-Mody (2), U. Jaehde (1)
(1) Dept. Clinical Pharmacy, Institute of Pharmacy, Rheinische Friedrich-Wilhelms-Universität Bonn, Bonn, Germany; (2) Boehringer Ingelheim Pharma GmbH & Co. KG, Biberach a.d.R., Germany; (3) School of Pharmacy, University of Navarra, Pamplona, Spain
Objectives & Background: BI 1356 is a new dipeptidyl-peptidase IV (DPP IV) inhibitor under clinical development for type 2 diabetes mellitus. BI 1356 exhibits non-linear pharmacokinetics most likely caused by a concentration-dependent protein binding to its target protein DPP IV. The non-linearity makes it difficult to determine the absolute bioavailability using non-compartmental analysis. Therefore the objective of this analysis was to develop a model with a physiologically plausible explanation for the non-linear pharmacokinetics and to use this model to determine the absolute bioavailability. In addition, urine data were used to confirm the model structure. The urinary elimination is assumed to be dependent only on the unbound concentration and therefore provides additional information about the binding. The model is based on healthy volunteer pharmacokinetic data from an intravenous single rising dose study including a crossover arm with oral administration for the estimation of the absolute bioavailability.

Methods: Single dose plasma concentration-time profiles of 28 healthy volunteers (0.5, 2.5 or 10 mg BI 1356 intravenously, or 5 mg intravenously plus 10 mg BI 1356 orally) consisting of 862 BI 1356 plasma and 304 urine concentrations were included in the population PK analysis. The modelling was performed using the FOCE INTERACTION estimation method implemented in NONMEM V.

Results & Discussion: Plasma concentration-time profiles of BI 1356 in healthy volunteers were best described by a three-compartment model with concentration-dependent protein binding in the central and in one peripheral compartment. The absorption of BI 1356 was modelled using a first-order process. Inter-individual variability was estimated on the absorption parameters (Ka, Lag time and F). Using this model it was possible to determine the absolute bioavailability of BI 1356 despite its non-linear pharmacokinetics. The absolute bioavailability was estimated to be around 30 %. It is most likely that the concentration-dependent protein binding in the central and the peripheral compartment represents binding of BI 1356 to DPP IV available in both plasma and tissue (e.g. kidney, liver, lung). The urine data were best modelled assuming a linear urinary elimination of the unbound concentration of BI 1356. The parameter estimates were nearly identical to those obtained using only the plasma data. The urine data from the 0.5 mg intravenous dose group was slightly overpredicted, however no alternative model tested described the data better. These results confirm the model structure and suggest that the urine data could be explained without an additional non-linear process.

Conclusions: A population pharmacokinetic model including physiological knowledge showed that the non-linear plasma and urine pharmacokinetics of BI 1356, a new DPP IV inhibitor, could be explained by concentration dependent protein binding, most likely to its target protein. Using this model it was possible to determine the absolute bioavailability of BI 1356 despite its non-linear pharmacokinetics. The absolute bioavailability was estimated to be around 30 %.
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Daniel Jonker Pharmacokinetic modelling of the once-daily human glucagon-like peptide-1 analogue, liraglutide, in healthy volunteers and comparison to exenatide

Daniël M. Jonker, Estelle Watson, Anders Dyhr Toft, Peter Kristensen, Lotte Bjerre Knudsen, Steen H. Ingwersen
Novo Nordisk A/S, Bagsværd, Denmark
Objectives: Glucagon-like peptide-1 (GLP-1) is an incretin hormone that has been shown to stimulate insulin secretion in a glucose-dependent manner, to inhibit glucagon secretion and to delay gastric emptying. These are promising properties for treatment of type 2 diabetes. Liraglutide is a long-acting human GLP-1 analogue that was designed to be eliminated considerably slower than the natural hormone. The aim of this modelling was to develop a pharmacokinetic model on available data on liraglutide and exenatide in man, and thereby compare their pharmacokinetic properties. 

Methods: The pharmacokinetics of liraglutide were studied in 72 healthy male subjects using a dose escalation design. Each subject received a single sc injection of 1.25 up to 20 ug/kg liraglutide or vehicle and 22 venous blood samples were collected up to 48 hours after dosing. A population-based modelling approach was taken to describe the time course of liraglutide concentrations and its between-subject variability (BSV) using NONMEM V. During model building, goodness-of-fit was assessed by the objective function value and a range of graphical procedures. The estimates from the final model were used to generate a predicted PK profile for once daily sc dosing. Similarly, a PK profile for twice daily sc dosing of exenatide was generated from literature data.

Results: The absorption of liraglutide following subcutaneous (sc) administration was slow, with peak concentrations occurring at 9-12 hours post-dosing. Liraglutide absorption was adequately described by a dose proportional zero order process and a subsequent first order process. A one-compartment model with a central volume amounting to 0.086 L/kg (rSE 11%, BSV 33%) was estimated, showing that after absorption, liraglutide is mainly confined to the central circulation. Clearance was independent of dose and was estimated to be 0.0060 L/hr kg-1 (rSE 6.8%, BSV 13%). The mean elimination half-life after sc dosing was 13 hr (by noncompartmental analysis). The absolute bioavailability was found to be 51% (rSE 8%, BSV 30%). 

Conclusions: The model and data demonstrate suitable pharmacokinetic properties for 24h-coverage with once daily sc administration of liraglutide. In addition, the PK profile of once daily liraglutide was found to have a lower peak to trough variation than that of twice-daily exenatide.
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Thomas Klitgaard Population Pharmacokinetic Model for Human Growth Hormone in Adult Patients in Chronic Dialysis vs. Healthy Subjects

T Klitgaard , JN Nielsen, MS Fitsios, and M Lange
Novo Nordisk A/S Denmark; Novo Nordisk Inc. USA
Objectives: To develop a population pharmacokinetics (popPK) model of human growth hormone (hGH) in patients with end-stage renal disease (ESRD) and healthy volunteers (HVs), after s.c. administration of rhGH, to explore and to support the design of future clinical trials.  

Methods: The analysis was performed using NONMEM, based on samples from 11 patients (pts.) with ESRD and 10 healthy volunteers (HVs). Subjects received 7 (HVs) or 8 (ESRD pts.) daily doses of 50 µg/kg rhGh. Samples for PK were drawn every 30 minutes for 24 h, following dosing on days 0, 7 and 8 (ESRD pts. only). On day 9, ESRD pts. underwent 3-4 h of dialysis. Various compartment models with both first order and Michaelïs-Menten (MM) type of absorption and elimination were explored. Influence of covariates subject group (ESRD/HV) , gender, weight, and dialysis flow rate on key model parameters was examined. Finally, a visual posterior predictive check of the model was performed, to assess its predictive performance.

Results: The final model was one-compartmental with MM-absorption and MM-elimination. S.c. volume of distribution was 0.45 L/kg, baseline hGH was 0.52 µg/L, maximum absorption rate was 11.3 µg/kg/h, and the amount corresponding to half-maximum elimination rate was 18.9 µg/kg. Only the covariate ESRD/HV was significant (p<0.001), on parameters KMA (amount in depot corresponding to half-maximum absorption rate) and VM (maximum elimination rate), leading to different estimates in these 2 groups. Hence, KMA was estimated at 18.8 and 1.06 µg/kg, and VM at 13.0 and 9.37 µg/kg/h, in HVs and ESRD pts., respectively. The differences in KMA and VM corresponded to a smaller elimination rate and higher absolute rate of absorption in ESRD pts. compared with HVs, in turn corresponding to a faster ascent and higher peak level of hGH for the former. Inter-subject variation, particularly of absorption parameters, was high. Visual predictive checks showed that the model seemed to capture the overall PK for the 2 groups quite well. For example, the non-compartmental estimates of AUC0-24h and Cmax lay within the 95% confidence limits of the simulated distributions.

Conclusion: A popPK model of hGH was developed for ESRD pts. and HVs. Absorption and elimination were found to be different in the 2 groups. Visual posterior predictive checks of the model showed an acceptable performance for simulation purposes.
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Jean-Marie Martinez Population Pharmacokinetics of Rimonabant in Obesity

Jean-Marie MARTINEZ, David FABRE & Vanaja KANAMALURU
sanofi-aventis
Objectives: Rimonabant is an orally active selective antagonist for the cannabinoid CB1 receptor which has been developed in the treatment of multiple cardiometabolic risk factors in overweight/obese patients. The objective of this analysis was to develop and qualify a PopPK model for rimonabant and to investigate the influence of several covariates on the PK of rimonabant in the population enrolled in phase III.

Methods: The PopPK analysis was performed using NONMEM on plasma samples from more than 3000 obese patients enrolled in the two long term Phase III studies (RIO Europe and RIO North America) and receiving rimonabant for two years as once daily 5 or 20 mg doses. Different structural PK models (one- and two- compartments models, with and without lag time) and different residual error models (additive, proportional, power, and combined) were evaluated. The interindividual error model was exponential for all parameters. The relationship between individual estimates and covariates was then investigated. Selected covariates were added individually (forward selection method) to the model and tested for statistical significance. Before validation, a model verification was performed by an examination of the goodness of fit plots, mean weighted residuals and by estimation of the several quality criteria such as bias, precision or Average Fold Error. Once the PopPK model predictive ability validated (using different approaches such as Prediction errors, Bayesian estimation, validation from parameters, the individual PK parameter estimates and some derived parameters were calculated for all patients using the final model.

Results: A two-compartment model best fitted the data (~14000 concentrations obtained from more than 3000 patients). Of the covariates evaluated, African ethnicity showed an influence on rimonabant clearance, with 1.75‑fold higher values in black than in non-black obese patients. Peripheral and central volumes of distribution of rimonabant were dependent on body weight, with higher values in more obese patients. Central volume of distribution of rimonabant was influenced by age, with higher values in older patients. The PK of rimonabant in obese patients did not depend on sex, renal function or dose over the dose range 5-20 mg. Inter-patient variabilities in rimonabant clearance, central and peripheral volumes were about 46, 62 and 18%, respectively. The residual variability (intraindividual variability) ranged from 16% (at the LOQ value, 5 ng/mL) to 9% for the maximal observed concentration.

Conclusions: A PopPK model was developed and validated for rimonabant data obtained from obese patients. It showed good agreement with observed plasma concentrations and was used to assess exposure parameters (AUC0-24, Cmax and Cmin at steady state) for each patient.
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Klaas Prins Modeling of plasma aldosterone concentrations after prokinetic 5-HT4 receptor agonists: forming an integrated simulation framework for summary statistic and subject-level data.

N.H. Prins(1), G. Graham(2), C. Muto(3), A. Pidgen(4)
(1)Pharsight Corporation, Mountain View, CA, USA, (2)Pfizer Ltd., Sandwich, UK, (3)Pfizer, Tokyo, Japan, (4) Independent Pharmaceutical Consultant, Canterbury, UK
Objectives: Administration of prokinetics with a 5-HT4 receptor agonistic property is targeted to treat GI motility disorders. Prokinetics are also associated with transient rises in plasma aldosterone, a biomarker used to assess 5-HT4 receptor agonism expression in phase I studies. We aimed to develop models that describe plasma aldosterone as a function of compound, time and dose using literature (summary statistic) data as well as patient-level data.

Methods: Two data sets were derived: one for literature mean aldosterone data (cisapride, metoclopramide and zacopride) and one for patient-level data (Compounds 1, 2 and 3, and mosapride). All data were collected in healthy volunteers after single doses. The literature and patient level data sets were analysed separately. The rapid increase followed by the slow decrease in aldosterone over time was modeled by: 

	Et = Emax * ( 
	tnu 



tnu+te50,upnu
	  -  
	tnd 
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	 ) 



where Emax is the maximal response, t is time, te50 is time at which 50% of Emax is reached and nu and nd are Hill slope factors. te50, down was constrained to be greater than te50, up. The dose-response information is described by the parameter Emax, which is a function of dose. Additive, compound-specific interindividual (patient level data) and inter-trial (summary statistic data) random effects were assumed on maximum response, and for some 5-HT4 compounds, on the mid-point location of the dose response. Model selection was based on the log-likelihood ratio test and plots of partial residuals as a function of covariates. The expected distribution of mean population response was simulated and displayed graphically in Drug Model Explorer (DMX(R)).

Results: The final models for both the summary statistic data and patient level data were shown to be adequate using visual predictive checks. Compounds 1 and 2 were the most potent agonists and were associated with more aldosterone effect than cisapride. Combined simulation results using both models allowed the assessment of differences in potency and intrinsic efficacy across the 5-HT4 receptor ligands.

Conclusions: A model describing the aldosterone time-course across several 5-HT4 compounds using both patient-level and summary statistic data has been developed. This provides a quantitative comparison of between-compound differences in 5-HT4 response which could be used to improve the dose selection of new compounds to be tested in future clinical trials.
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Azucena Aldaz New model for gemcitabine and its metabolites

Sayar O.(1), Aldaz A. (1),Zufia L.(1), Viudez A.(2), Rifón J.(3), Nieto Y.(4)
(1) Pharmacy Department. University Clinic of Navarra, Pamplona, Spain. (2) Oncology Department, University Clinic of Navarra, Pamplona, Spain.(3) Hematology Department, University Clinic of Navarra, Pamplona, Spain. (4) Oncology Department, M.D. Anderson Cancer Center, University of Texas, USA.
Objectives: Gemcitabine is a prodrug with proved efficacy in different tumors as lung or pancreas cancer. It is intracellulary actived to bi- and triphosphate metabolites that inhibit processes required for DNA synthesis. Up to now there is not a proper model to fit simultaneously the parent drug and its metabolites. The optimization of this new model could improve clinic therapy with gemcitabine.

Methods: Analyses were performed with a mixed-effect pk model using NONMEM (Version V, level 1.1). Kinetics of Gemcitabine and its metabolites dFdU and dFdCTP was described using standard compartmental models.The model used to describe the plasma versus time profiles of dFdC, dFdU and  intracellular dFdCTP includes a cell compartment. The plasma samples were obtained from 64 cancer patients in treatment with fixed-rate infusion of gemcitabine distributed in six cohorts with different times of infusion. Model discrimination was based on the minimum value of the objective function and visual inspection of the goodness of fit plots.

Results and conclusion: The monocompartimental model used by others authors to describe the kinetic of gemcitabine was appropiate to fit the plasma concentrations of parent drug. However this structural model described poorly plasma concentrations profiles of both active metabolites. The new model proposed contributes significantly to the optimization of the adjustment of the concentrations of three compounds relieving the limitations of the traditional model. Therefore its application could be a significant improvement in the clinical use of this drug because a limitant step gemcitabine efficacy is the saturation in the synthesis of the dFdCTP metabolite. 
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Azucena Aldaz Comparison between NONMEM and NPAG for gemcitabine modelling

Aldaz A. (1), Sayar O. (1), Zufia L.(1), Viudez A.(2), Rifon J.(3), Nieto Y.(4)
(1) Pharmacy Department, University Clinic of Navarra, Pamplona, Spain.(2) Oncology Department, University Clinic of Navarra, Pamplona, Spain. (3) Hematology Department, University Clinic of Navarra, Pamplona, Spain.(4) Oncology Department, M.D. Anderson Cancer Center, University of Texas, USA.
Objectives: Gemcitabine is a prodrug with proved efficacy in diferents tumors as lung or pancreas cancer. There is a good correlation between the controlled rate of infusion of this drug and the intracellulary accumulation of its active metabolites (the forms di- and triphosphate) and also between gemcitabine plasma concentrations and the level of its intracelular activation. A good pharmacokinetic model to fit gemcitabine concentrations could improve the clinical use of this drug.

Methods: The NONMEM v. 5 and the NPAG from the USCPack v11.8 was used to fit the concentrations of gemcitabine using a monocompartimental model. Eight plasma samples per patient were draw from 64 oncologic patients in treatment with gemcitabine and docetaxel. The assay error equation was 0.0441+0.0429C+0.0034C2. The differences in the means from both programs were compared by t-student test. 

Results: Mean (Standard deviation) volumen of distribution estimation with NONMEM was 36.4(3.25) and with NPAG 45.34(30.39), p=0.02 for the difference. For the total clearance these values are 142.45(18.04) with NONMEM and 137.39(29.06) with NPAG, not statistically different (p=0.24). In both parameters variation of coefficients were greater with NPAG. 

Conclusion: Mean gemcitabine pharmacokinetic parameters estimated by NONMEM and NPAG were similar, but their variability was greater with NPAG. Therefore it seems easier to detect cases with parameters clearly different from the mean with NPAG, and then more usefull to clinical practice.
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Gemma Dickinson Population pharmacokinetics of a novel anticancer drug, RH1, in terminal cancer patients.

Dickinson GL (1), Dawson M (2), Ward TH (2), Danson S (3), Ranson M (2), Dive C (2), Aarons L (1).
(1) University of Manchester, UK; (2) Paterson Institute for Cancer Research, Manchester, UK; (3) Christie Hospital, Manchester, UK
Introduction & Objectives: RH1 (2,5-diaziridinyl-3-(hydroxymethyl)-6-methyl-1,4-benzoquinone) is a new bioreductive drug that has been developed as a cytotoxic agent with selectivity for solid tumour cells. The aim of the current study was to characterise the population pharmacokinetics (PK) of RH1 in a cancer patient population and explore the influence of patient covariates on drug disposition.

Methods: Eighteen patients affected by a number of different types of cancer were recruited to the study. PK data after intravenous dosing of patients were obtained during Phase I clinical development of RH1. Five daily doses of 40-1430 mcg/m2 were administered via intravenous (i.v.) infusion over 10-30 minutes with sampling on days 1 and 5 of treatment. Samples were analysed using HPLC methodology. A population PK analysis was performed using NONMEM version V. Extensive demographic (e.g. body weight, height, body surface area, age) and biochemical (e.g. creatinine clearance) data were recorded and examined as possible covariates to explain inter-individual variability in the PK of RH1.

Results: The plasma concentrations of RH1 were best described by a two compartment model with first order elimination from the central compartment. Body weight was identified as a covariate affecting clearance only. Other potential covariates had no impact on the objective function or fit of the data. The population PK parameters and the interindividual variabilities expressed as the coefficient of variation were: CL (total body clearance) = 3.1 L/h (94%); V1 (volume of distribution of the central compartment) = 27 L (57%); V2 (volume of distribution of the peripheral compartment) = 2.4 (66%); Q (intercompartmental clearance) = 266 (71%).

Conclusions & Further Work: A population PK model for RH1 after i.v. infusion has been developed. After validation in an external patient group, the current model could be used to predict exposure in target populations for phase II/III studies. Furthermore, pharmacodynamic (PD) information on DNA cross-linking for RH1 is available from the trial that will be used to develop a full PK-PD model.
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yumi fukushima Population Pharmacokinetic Analysis of Trastuzumab (Herceptin®) based on Data from Three Different Dosing Regimens.

Yumi Fukushima (1), Jean-Eric Charoin (1), Michael Brewster (2), E. Niclas Jonsson (1)
(1) Clinical Pharmacology, F. Hoffmann-La Roche, Basel, Switzerland; (2) Clinical Pharmacology, Roche Products Ltd., Welwyn, UK
Objectives: Herceptin® (trastuzumab) is currently indicated for the treatment of HER2 overexpressed metastatic breast cancer (MBC) and HER2 positive early breast cancer (EBC) patients. The registered dosing regimens are i) a weekly dosing regimen; starting with a 4 mg/kg loading dose followed by 2 mg/kg maintenance for MBC and EBC, and ii) 3 weekly dosing regimen starting with a 8 mg/kg loading dose followed by 6 mg/kg as maintenance for EBC. Recently a more aggressive loading regimen, 6 mg/kg weekly for the first 3 weeks followed by 6mg/kg every 3 weeks as maintenance, was investigated in MBC patients. The aim of this analysis is to establish a comprehensive population pharmacokinetic (PK) model for Herceptin, taking data from the three dosing regimens into account, which can be used as a reference for future PK analyses in other cancer populations. 

Methods: There were approximately 4000 PK observations from 265 patients from 5 studies. Integrated data from one Phase I, two Phase I/II and two Phase II studies were available for the population PK analysis. In a previous population PK analysis the best structural PK model was a two compartment model parameterized in terms of CL, k12, k21 and Vc. In this current analysis, the previous model was refined using NONMEM VI, the first-order conditional estimation method with interaction (FOCEI) instead of the first-order approximation (FO) and a parameterization that focused on the primary PK parameters, e.g. CL, Vc, Vz and Q. Automated stepwise covariate model building and case deletion diagnostics were conducted using PsN (ver. 2.2.2).

Results: The best structural population PK model in the current analysis was a two compartment model. The estimated parameter values were: CL 0.254 L/day, Vc 3.02 L, Vz 3.10 L and Q 0.452 L/day. Residual variability was 20.9 %. Based on the objective function value and precision of estimates, inter-individual variability was estimated on CL, Vc and Vz (%CVs: 42.8, 24.0 and 79.4, respectively). Goodness of fit plots indicated a good fit to the data. The long terminal half-life was estimated as approximately 3 weeks and is in line with endogenous IgG1 immunogloblin elimination (t1/2: 23 days).

Conclusions: The currently refined structural population PK model provides a solid basis for covariate analysis leading to a model which can be used as a reference for future PK analyses in other cancer populations.

References: 
[1]. Charoin JE. et al. Population pharmacokinetic analysis of trastuzumab (Herceptin®) following long-term administration using different regimens. PAGE 2004.
[2]. Bruno R. et al. Population pharmacokinetics of trastuzumab in patients with HER2+ metastatic breast cancer. Cancer Chemother Pharmacol (2005) 56: 361-369.
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Iztok Grabnar Population Pharmacokinetics of Methotrexate in Children with Lymphoid Malignancy

I. Grabnar(1), B. Faganel(2), V. Dolzan(3), A. Mrhar(1), J. Jazbec(2)
(1)Faculty of Pharmacy, University of Ljubljana, Ljubljana, Slovenia; (2)Division of Oncology and Hematology, Department of Pediatrics, Medical Center Ljubljana, Ljubljana, Slovenia; (3)Institute of Biochemistry, Faculty of Medicine, University of Ljubljana, Ljubljana, Slovenia
Objectives: High dose methotrexate (MTX) regimen is included in the treatment protocols of lymphoid malignancy. Due to high inter and intra individual variability therapeutic drug monitoring of MTX is essential [1]. Recently, genetic polymorphism in the major MTX transporter - the reduced folate carrier gene 1 (RFC1) has been described and its effect on MTX plasma levels has been shown [2]. This study aims to assess population pharmacokinetics of MTX in children and to estimate the influence of RFC1 polymorphism on systemic exposure.

Methods: Population pharmacokinetic analysis with NONMEM based on retrospectively collected clinical data was performed. Two-compartment model and FOCE method were used. The influence of patient age, weight, body surface area and RFC1 polymorphism G80A on clearance and volume of central compartment were examined. 

Results: 62 patients, 6.6 +/- 5.0 years of age, provided 881 concentrations from 4 courses of MTX (2.0 - 5.7 g/m2) infused over 24 h. In an average 25 kg child clearance was 7.95 L/h, volumes of the central and peripheral compartment were 14.2 and 3.81 L, respectively and intercompartmental clearance was 0.132 L/h. Among the covariates evaluated the effect of weight on central compartment volume and clearance, and RFC1 polymorphism on clearance were included in the final model. Large interpatient (CV 32%) and interoccasion (CV 12%) variability in MTX clearance was observed. In patients, heterozygous for G80A, clearance was 8% higher (95%CI: 5-12%) compared to patients homozygous for G80A.

Conclusions: Developed population pharmacokinetic model is suitable for individualization of MTX dosing in children. Significant effect of RFC1 polymorphism on MTX clearance was observed, however this effect is hard to explain. Additional study including P-glycoprotein and methylenetetrahydrofolate reductase genotype is underway.

References: 
[1] Aumente D, Buelga DS, Lukas JC, Gomez P, Torres A, Garcia MJ. Population pharmacokinetics of high-dose methotrexate in children with acute lymphoblastic leukaemia. Clin Pharmacokinet. 2006;45(12):1227-38.
[2] Laverdiere C, Chiasson S, Costea I, Moghrabi A, Krajinovic M. Polymorphism G80A in the reduced folate carrier gene and its relationship to methotrexate plasma levels and outcome of childhood acute lymphoblastic leukemia. Blood. 2002;100(10):3832-4.
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Emma Hansson Modelling of Chemotherapy-induced Febrile Neutropenia using the Predicted Degree and Duration of Myelosuppression

E.K. Hansson(1), M. Sandström(2), H. Lindman(3), L.E. Friberg(1)
(1)Department of Pharmaceutical Biosciences, Division of Pharmacokinetics and Drug Therapy, Uppsala University, Sweden; (2)AstraZeneca R&D, Södertälje, Sweden (3)Department of Oncology, Radiology and Clinical Immunology, Uppsala University Hospital, Uppsala, Sweden
Objectives: Chemotherapy-induced neutropenic episodes are associated with the risk of developing the life threatening condition febrile neutropenia (FN) (fever ≥ 38.3 °C, neutrophil count ≤ 0.5 x 109/L). The aim of this study was to develop a pharmacokinetic-pharmacodynamic model describing the time course of neutrophils in breast cancer patients either treated with epirubicin and docetaxel (ET), or 5-fluorouracil, epirubicin, and cyclophoshamide (FEC) and to characterize the relationship between the predicted myelosuppression profile and FN. In a first step we investigate if, as proposed by Minami [1], a line (the duration of neutropenia) or the area of the neutrophil-time course below a certain value, is better related to the risk of developing FN than a single observation point (the neutrophil nadir value).

Methods: The analysis included 1053 neutrophil observations and 11 episodes of FN in 40 patients treated with ET and 1171 neutrophil observations and 6 episodes of FN in 60 patients treated with FEC. Individual concentration-time profiles of the drugs were predicted from previous models [2, 3] and the time course of myelosuppression was described using a semi-mechanistic model [4]. The PRIOR option in NONMEM VI was used to estimate separate potency parameters for the co-administered drugs. Each of the model-predicted myelosuppression variables (nadir, neutrophil baseline, duration or area of grade 3 or 4 neutropenia) were related to the FN data in a logistic regression model.

Results: The myelosuppression model could well characterize the neutrophil-time course following ET and FEC treatment and resulted in similar system-related parameter estimates as for other drugs [4]. The fit improved when using a fixed neutrophil half-life of 7 hours and Box-Cox transforming the data with a factor of 0.2. Of the investigated variables nadir and duration of grade 4 neutropenia were best related to FN. 

Conclusions: Both the model-predicted nadir value and neutropenia duration were related to the development of febrile neutropenia. To be able to a priori predict which patients who are at risk of developing FN, information on previous treatment and patient characteristics will be evaluated, as well as other types of models, e.g. time to event models. 

References: 
[1] Minami, H., J  Clin Oncol, 2005. 23: p. 405-406.
[2] Sandström, M., et al., Cancer Chemother Pharmacol, 2006. 58: p. 143-156.
[3] Sandström, M., et al., J Clin Oncol, 2005. 23: p. 413-21.
[4] Friberg, L., et al., J Clin Oncol, 2002. 20: p. 4173-4721.
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Katharina Küster Matuzumab – A Population Pharmacokinetic Model and its Evaluation

K. Kuester(1,3), A. Kovar(2), B. Brockhaus(2), C. Kloft(1,3)
(1)Freie Universitaet Berlin, Dept Clinical Pharmacy, Berlin, Germany; (2)Merck KGaA, Dept Clinical Pharmacology and Pharmacokinetics, Darmstadt, Germany; (3)Martin-Luther-Universitaet Halle-Wittenberg, Dept Clinical Pharmacy, Halle, Germany
Objectives: Matuzumab is a humanised monoclonal antibody (mAb) of the immunoglobulin subclass IgG1 which targets the epidermal growth factor receptor (EGFR). A population pharmacokinetic (PK) model based on data from three phase I studies was to be developed including a covariate analysis and evaluated. 

Methods: Matuzumab was administered as multiple 1 h iv infusions with 11 different dosing regimens ranging from 400 – 2000 mg, q1w-q3w. For model development 90 patients with 1256 serum concentrations were chosen. All data were fitted simultaneously using the software program NONMEM (ADVAN6, TRANS1, TOL5 and the FOCE INTERACTION estimation method). 

Results: Serum concentration-time profiles were best described by a two compartment model. Within this model in addition to the linear clearance (CLL) a second elimination pathway as a non-linear process (Michaelis-Menten kinetics, CLNL) from the central compartment was included with the additional parameters Vmax and km. Total clearance as the sum of CLL (14.5 mL/h) and CLNL (114 mL/h) was in the expected range for mAbs. Due to the non-linearity the half-lives ranged between 1.3 d and 10.7 d at concentrations of 0.02 and 1000 mg/L, respectively. Central distribution volume of 3.72 L (V1) approximated serum volume. Peripheral distribution volume (V2) was estimated to be 1.84 L suggesting limited distribution throughout the body. Inter-individual variability could be established for CLL, V1, V2 and Vmax (22% - 62% CV). As random variation between the different infusions within one subject inter-occasion variability on CLL was successfully implemented (23% CV). All parameters were generally estimated with good precision (RSE < 39%). A covariate analysis was performed to reduce the interindividual variability of the base model. The covariates identified included an influence of weight on V1 and CLL. It should be recognised that our results do not suggest dose adjustments for sex, age or organ functions (liver or kidney). Model evaluation by visual predictive check, case deletion procedure and an external dataset is ongoing and results will be presented. 

Conclusion: A final population pharmacokinetic model for matuzumab has been developed including nonlinear PK processes. In addition, relevant and plausible covariates have been incorporated. The developed model combined with PD data could serve as a tool to guide selection of optimal dose regimens for matuzumab, a highly promising “targeted” cancer therapy. 
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Ricardo Nalda-Molina Population Pharmacokinetics of Aplidin® (plitidepsin) in Subjects with Cancer

Ricardo Nalda-Molina1, Belén Valenzuela(1), Arturo Soto-Matos(2), Bernardo Miguel-Lillo(2), Miguel Angel Izquierdo(2)
(1) Pharmacy and Pharmaceutics Division, Department of Engineering, Faculty of Pharmacy, Miguel Hernández University, Spain. (2) 2 Clinical Pharmacology Department. Pharma Mar. Madrid, Spain.
Background and Objectives: Aplidin® (plitidepsin) is a cyclic depsipeptide compound isolated from Aplidium albicans  that was shown to inhibit protein synthesis, induce apoptosis, G1 cell cycle arrest in cancer cells and to exert antiangiogenic properties. The objective of this study was to characterize the population pharmacokinetics of plitidepsin in cancer subjects.

Methods: A total of 283 subjects from 4 Phase I and 3 Phase II clinical trials receiving intravenous plitidepsin as monotherapy at doses ranging from 0.13 to 8.0 mg/m2 and given as 1- or 24-hr infusions every week; 3- or 24-hr biweekly; or 1-hr infusion daily for 5 consecutive days every 21 days were included in the analysis. An open three-compartment pharmacokinetic model with linear elimination and linear distribution to the peripheral compartments and blood was used to best describe the 2143 and 1759 blood and plasma concentrations, respectively (NONMEM V). The effect of selected covariates on plitidepsin pharmacokinetics was investigated. Pharmacokinetic model was evaluated using posterior predictive check and bootstrap. Computer simulations were undertaken to evaluate the effects of dosing regimen on plitidepsin pharmacokinetics.

Results: Typical value of plitidepsin terminal half-life was 12 days. Blood clearance (between subject variability) was 3.75 L/h (CV=66%), volume of distribution at steady-state was 1002 L and the blood to plasma ratio was 4. Age, sex, body size variables, AST, ALT, ALP, total bilirubin, creatinine clearance, albumin, total protein, haemoglobin and presence of liver metastases were not related to plitidepsin pharmacokinetics in blood or plasma. Bootstrap and posterior predictive check evidenced the model was deemed appropriate to describe the time course of plitidepsin blood and plasma concentrations in cancer patients.

Conclusions: The integration of phase I/II pharmacokinetic data demonstrated plitidepsin linear elimination and distribution to red blood cells, dose-proportionality up to 8.0 mg/m2, and time-independent pharmacokinetics. No clinically relevant covariates were identified as predictors of plitidepsin pharmacokinetics.
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Ricardo Nalda-Molina Semi-mechanistic PKPD model for neutropenia using K-PD model in patients receiving high dose of chemotherapy

Ramón-López A. (1), Nalda-Molina R. (1), Valenzuela B. (1), Pérez Ruixo J.J.(2)
(1)Pharmacy and Pharmaceutics Division, Department of Engineering, Faculty of Pharmacy, Miguel Hernández University, Spain.(2) Clinical Pharmacology & Experimental Medicine Division, Johnson & Johnson Pharmaceutical Research and Development. Beerse, Belgium (JJPR).
Background and Objectives: High dose chemotherapy (HDC) treatment has been used widely as adjuvant therapy in several types of cancer and is usually co-administered with autologous bone marrow transplantation or peripheral blood stem-cells transplantation (PBSCT). HDC and PBSCT are therapeutic strategies, which seems to improve disease free survival and overall survival in high risk breast cancer patients[3].

Neutropenia, together with thrombocytopenia and anemia are major causes of treatment-related complications following HDC and PBSCT. Because it is well known that complications are directly related to the time to reach short-term hematological recovery[1], several PKPD models have been used to predict the degree of haematological toxicity and time of recovery, with relative success. 

The purpose of the current analysis is  to model the time course of the absolute neutrophil count following administration of HDC, PBSCT and haematopoietic growth factors in breast cancer patients, using a semi-mechanistic model implemented in NONMEM.

Methods: A population pharmacokinetic and pharmacodinamic analysis was performed using data from 41 patients with primary high risk breast cancer receiving an intravenous infusion of 96 hours of cyclophosphamide, thiotepa and carboplatin. The patients also received PBSCT at day 3 after the end of the infusion, and haematopoietic growth factors at day 4 or 8 after the end of the infusion.

A six compartments semi-mechanistic model[2] was implemented in NONMEM, including system-related parameters as mean transit time in bone marrow (MTT), absolute neutrophil count at baseline (ANC0) and a feedback parameter. Due to the absence of pharmacokinetic data, a ‘kinetics of drug action' was used in order to characterize the treatment effect[4].

Age, body weight and concomitant administration of growth factors were explored as potential covariates. Firstly, the covariates were added to the system-related parameters[5] separately and finally, the covariates that improved the analysis were included all together. PBSCT was included as structural part of the model, as a compartment.

Posterior predictive check and bootstrap was used to evaluate the model.

Results: Diagnostic plots of residual and weighted residual versus predicted, observed versus predicted, observed and predicted versus time will be showed in the poster. The inclusion of the haematopoietic growth factors was found to be significant, reducing the MTT by 77%, and increasing the generation of new cells rate by 99 % as well as improving the objective function.

Conclusions: This model was able to predict the extent and time course of neutropenia following HDC, PBSCT and haematopoietic growth factors without pharmacokinetic data and therefore, the time of recover from grade 4 neutropenia can be estimated through the model.

References: 
[1] Armitage, J. O. Bone marrow transplantation N.Engl.J.Med., 330: 827-838, 24-3-1994
[2] Friberg, L. E., Henningsson, A., Maas, H., Nguyen, L., and Karlsson, M. O. Model of chemotherapy-induced myelosuppression with parameter consistency across drugs J.Clin.Oncol., 20: 4713-4721, 15-12-2002
[3] Nitz, U. A., Mohrmann, S., Fischer, J., Lindemann, W., Berdel, W. E., Jackisch, C., Werner, C., Ziske, C., Kirchner, H., Metzner, B., Souchon, R., Ruffert, U., Schutt, G., Pollmanns, A., Schmoll, H. J., Middecke, C., Baltzer, J., Schrader, I., Wiebringhaus, H., Ko, Y., Rosel, S., Schwenzer, T., Wernet, P., Hinke, A., Bender, H. G., and Frick, M. Comparison of rapidly cycled tandem high-dose chemotherapy plus peripheral-blood stem-cell support versus dose-dense conventional chemotherapy for adjuvant treatment of high-risk breast cancer: results of a multicentre phase III trial Lancet, 366: 1935-1944, 3-12-2005 
[4] Pillai, G., Gieschke, R., Goggin, T., Jacqmin, P., Schimmer, R. C., and Steimer, J. L. A semimechanistic and mechanistic population PK-PD model for biomarker response to ibandronate, a new bisphosphonate for the treatment of osteoporosis Br.J.Clin.Pharmacol., 58: 618-631, 2004
[5] Sandstrom, M., Lindman, H., Nygren, P., Johansson, M., Bergh, J., and Karlsson, M. O. Population analysis of the pharmacokinetics and the haematological toxicity of the fluorouracil-epirubicin-cyclophosphamide regimen in breast cancer patients Cancer Chemother.Pharmacol., 1-14, 8-2-2006
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Dolors Soy Muner Population Pharmacokinetic Modeling Of Busulfan In Patients Undergoing Autologous Stem Cell Transplantation (ASCT) For Multiple Myeloma

Soy D1, Clopés A2, Farré R3, Mangues MA3
1Pharmacy Service. Hospital Clínic Barcelona, 2Pharmacy Service. Institut Català d’Oncologia, 3Pharmacy Service. Hospital Santa Creu i Sant Pau. Barcelona, Spain.
Objectives: Steady-state busulfan (BU) concentrations and area under the curve (0-6h) above 900 ng/mL and 5400 ng*h/mL, respectively, have been related with higher efficacy and acceptable toxicity. However, a great interindividual variability (IIV) in oral BU pharmacokinetics (PK) has also been described. The goals of the study were: (i) to assess the pharmacokinetics of busulfan in ASCT patients and (ii) to look for relationships between covariates and BU-PK.

Methods: Twenty-three adult patients treated at the Hematology Service of Hospital Santa Creu i Sant Pau for advanced stage mieloma multiple, in first response and undergoing an ASCT were included. Initial BU dosage was 0.75 mg/kg/6h x 16 doses or 1 mg/kg/8h x 12 doses (total dose: 12 mg/kg). Blood samples were collected at 0.5,1,3,4 and 6h in the first dose and BU concentrations were quantified by HPLC. Bu pharmacokinetic parameters were estimated after first dose and subsequent doses were modified as necessary to achieve target exposure. Sparse samples (trough) along treatment were also available in some individuals. Later, all the data were analyzed on the basis of the population (pop) approach (NONMEM-VI). Demographic, clinical and biochemistry data were collected for each patient and tested as covariates. A validation was conducted in new individuals (N=21) by predicting and comparing the concentrations at the same time (IPRED) than those observed (OBS). Bias (MPE) and precision (MAPE) were computed.  Statistics were performed using S-Plus5.

Results: The basic pop-PK model selected was a one-compartment model with first-order absorption and elimination. The FOCE with INTERACTION method was applied for parameter estimation. Data did not support the estimation of Ka/F. Lognormal IIV in clearance (CL/F) and volume of distribution (V/F) was added resulting in values of 21 and 51%, respectively. Interoccasion variability was only retained for CL/F (19%). Measurement error variability follows a proportional normal distribution (16%). A model based on weight and age was identified as appropriate to describe part of the CL/F variability. Sex and weight significantly influenced V/F. Including these covariates in the final model a 4% and 7% reduction in unexplained IIV was found for CL/F and V/F, respectively. Results from validation showed there was good correlation between IPRED and OBS in the validation dataset. Bias and precision were 11.5% and 25%, respectively.

Conclusions: BU pop-PK parameters were consistent with those previously published. Body weight, age and sex were important determinants on CL/F and V/F. Results from this study could be used to optimize the initial and maintenance oral BU dose regimens in daily practice.

Poster: Applications- Oncology



Johan Wallin Predictive Performance of a Myelosuppression Model for Dose Individualization; Impact of Inter-Occasion Variability and Level and Type of Information Provided

J.E. Wallin, L. E. Friberg and M. O. Karlsson
Division of Pharmacokinetics and Drug Therapy, BMC, Uppsala University, P.O. Box 591, 751 24 Uppsala, Sweden
Objectives: A previously published myelosuppression model [1] has successfully been applied for several cytotoxic drugs, among them etoposide. Observed plasma drug concentration and/or neutrophil counts from the first cycle and a PKPD model of myelosuppression may be used for dose individualization in order to avoid severe neutropenia or a suboptimal tumor effect. The aim was to evaluate importance of PK and PD information on the predictive performance, and improvement with accumulated information with an increased number of administered courses.

Methods: Multiple course data of etoposide plasma concentrations and neutrophil counts were available for 44 patients from two previously published studies [2,3]. Data was analysed using NONMEM 6. BSV and BOV, including covariances, were estimated. Model performance was evaluated by goodness-of-fit plots and predictive checks.

One thousand patients receiving 5 courses of therapy were simulated from the final model. POSTHOC estimates were obtained providing either only PK data, neutrophil baseline, full course PD or PK+PD profiles from one to four cycles. Predictive performance on the following cycle was evaluated by computing mpe, mae and rmse. POSTHOC estimates were used to find the dose expected to result in a nadir of 1*109 cells/L and what nadir the estimated doses would cause given the true parameters. As a reference, a standard dose reduction of 25% was used when a patient experience severe toxicity.

Results: There was significant BSV in CL (29%), baseline neutrophil count (48%), drug effect slope factor (17%) and mean neutrophil transit time (MTT; 17%). BOV in CL (30%), slope (31%) and MTT (12%) were significant. Predictive performance when based on PD data only was similar to that of full PKPD information, and superior to the use of only PK or baseline data. The difference between PD guided- and standard dosing was less apparent, when comparing mpe and rmse of nadirs. However, patients experiencing severe toxicity was reduced by 8% with PD guided dosing despite that it also allowed for dose escalation (-46 to +23% dose), Adding information from more treatment courses improved the performance.

Conclusions: PK provided little benefit to predictive performance if PD information was available. The ratio of BSV/BOV is of importance in the precision of PD-guided dosing, and the etoposide model contains rather large IOV. Model-based dose individualization was shown to decrease the proportion of patients with severe toxicity despite increasing the overall dose intensity.

References: 
[1] Friberg LE et al. J Clin Oncol 20:4713–4721, 2002
[2] Ratain MJ, et al:. Clin Pharmacol Ther 45:226-233, 1989
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Neil Benson Utility of a mixed effects approach to defining target binding rate constants.

Neil Benson1, Nelleke Snelder2, Bart Ploeger2 , Carolyn Napier1, Harriet Sale1 and Piet van der Graaf1
1. Pfizer Global R&D 2.LAP&P Consultants
Objectives: The incorporation of target binding kinetics into PK/PD models has long been established (1). In recent years, both within our company and others, there has been a marked increase in interest in designing ‘slow-offset' ligands as a deliberate medicinal chemistry strategy to improve duration of action. In particular, targets where lead material does not meet conventional minimally acceptable pharmacokinetic criteria are of interest (2).  However, despite the fact that methodologies and principles in this area have been developing for almost half a century (see 3, 4), defining transient target on-and off-rate kinetics remains a very resource intensive and reagent consuming process, with efficient parameter estimation often proving difficult in practice. This is a significant barrier for implementation as a routine methodology in drug discovery programs. In an attempt to address these issues, we have implemented receptor kinetic models in NONMEM. We have applied these models to analyse simulated and real datasets and to identify more optimal experiment design using simulation.

Methods: Test datasets were simulated using Gepasi (v3.30). Transient kinetic data were generated using competitive binding of radioactive tracer and test drug essentially as described in (4). Data were analysed and alternative designs simulated using NONMEM V.

Results: An initial comparison with conventional (naïve pool/sequential) data analysis methods demonstrated the superiority of the nonlinear mixed-effect modelling approach. Furthermore, the NONMEM model simulations, with representative experimental dispersion, suggested that significant reductions in experimental efforts could be made without compromising the quality of the transient kinetic parameter estimates.  

Conclusions: In conclusion, we have developed a non-linear mixed effect modelling approach for the analysis of transient target binding kinetics and estimation of ligand dissociation and association rate constants.  This methodology may aid in the further integration of target binding kinetics as a designable property in drug discovery programs. In principle this approach should also be generically applicable to other in vitro transient kinetic problems such as slow tight binding and suicide inhibition of enzymes.  

References: 
[1]. Shimada et al, Biol. Pharm. Bull., 19(3), 430-437, (1996).
[2]. Copeland, RA et al, Nat Rev Drug Discov. 2006 Sep;5(9):730-9. Epub 2006 Aug 4.
[3]. Paton, WDM, Proc. R. Soc. Lond. B., 154, 21-69 (1961)
[4]. Motulsky and Mahan, Molecular Pharmacology, 25:1-9 (1983)
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vincent buchheit A dedicated SAS Programming Group working in a pharmaceutical Modeling & Simulation organization - Current role, experience and prospects

Vincent Buchheit, Marie-Odile Lemarechal, Caterina Ferioli, Aurelie Gautier, Gregory Pinault, Kathy Chen*, Goonaseelan (Colin) Pillai, Jean-Louis Steimer
M&S, Novartis, Basel Switzerland, * East Hanover USA
Objectives: The objective is to raise awareness of the benefits and advantages of having SAS programmers working in Modeling and Simulation (M&S). We would like to share our experience and vision, to solicit feedback and to encourage collaboration with other similar groups.

Methods: Modeling and Simulation as implemented within Novartis consists of 4 subgroups: Biology, Pharmacology, Statistics and the SAS Programming group. Programmers work in close collaboration with the 3 other modeling subgroups.

Results: The current primary task of the SAS Programming group is to liaise with the modelers in order to organize the transfer of data. Due to their knowledge of the different company databases (Pre-clinical, Clinical, Watson Lims, Legacy, Biomarkers) they currently extract data from these databases, to harmonize them and often to pool them into a suitable format for further analysis in NONMEM, Matlab, S-Plus, SAS, Berkeley Madonna, or other relevant software. This activity is done in compliance with health authority regulations and in-house pharmaceutical standard operating practices, in a validated audit trail environment. 

The role of the programming scientists within M&S (M&S/Prog) is currently expanding. For some projects, M&S/Prog conducts exploratory statistical analysis, produces graphics using SAS or S-Plus, codes some literature models or conducts some modeling work in collaboration with an experienced modeler.

M&S/Prog also increases the skills of the modelers with respect to data manipulation by providing internal courses (e.g. in SAS) targeted to meet modelers needs of compliance with internal processes. They also train modelers in the use of the company’s data repository systems.

To meet the goal of M&S integration into all aspects of research and development, it is vital that hardware and software match the needs of M&S. A major IT project is currently on-going, with M&S/Prog as a business leader on the project. M&S/Prog also tracks software validation and facilitates software installation.

In 2006, M&S/Prog was involved in nearly 60% of the projects carried out within M&S, with a ratio of 1 programmer for 6 modelers. The primary focus was on late phase drug development projects, due to the higher complexity on the data generation and programming effort required for regulatory submission work. Conclusion: An integrated programming group within M&S increases the efficiency of the overall M&S organisation while ensuring reproducibility, quality and compliance with relevant regulatory guidelines or processes .

Conclusions: An integrated programming group within M&S increases the efficiency of the overall M&S organisation while ensuring reproducibility, quality and compliance with relevant regulatory guidelines or processes.
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Joachim Grevel Evaluation of the population pharmacokinetic properties of lidocaine and its metabolites, MEGX, GX, and 2,6-xylidine, after application of lidocaine 5% medicated plaster.

J. Grevel1, E. Fuseau1, C. Crepin1, M. Vernaz-Gris1, M. Marchand1, D. Huntjens2
1EMF Consulting, Aix-en-Provence, France, 2Grünenthal Research and Development, Aachen, Germany
Background/Aims: Patients suffering from postherpetic neuralgia were treated with medicated plasters after healing of the herpes zoster skin rash. Lidocaine acts locally in the skin and only a very small portion of the topically applied lidocaine with a maximum number of three plasters reaches the circulation. This systemic exposure was quantified.

Methods: 1989 serum concentrations of lidocaine and its metabolites MEGX, GX, and 2,6-xylidine were measured in 212 patients participating in two clinical trials for up to one year.  Population PK analysis was carried out with NONMEM, V, using a linear model with 4 compartments, one for each chemical entity.  The influence of study design parameters and patient covariates on PK parameters was investigated with categorical models (cut-off at the 70th percentile).  Models were evaluated with visual performance predictive checks. Monte Carlo simulations demonstrated the variability in exposure.

Results: The serum concentrations were best modelled with a zero order input into the central compartment which lasted for as long as the plaster was applied (12 h). Repeated applications every 24 h did not change the kinetics. The application of more than 2 plasters simultaneously led to lower than expected concentrations of lidocaine MEGX, GX,  and 2,6-Xylidine.  Statistically significant covariate effects were found, but their influence on steady state concentrations was altogether weak. Median individual predictions of serum concentrations ranged from 29.4 to 35.8 ng/mL and 10.3 ng/mL (not influenced by covariates) and from 5.6 to 9.6 ng/mL and from 5.2 to 7.1 ng/mL for lidocaine, MEGX, GX, and 2,6-xylidine, respectively, after repeated application of 3 plasters with and without the influence of covariates. These steady state concentrations were reached already by the 4th day of treatment.

Conclusions: Systemic exposure to lidocaine and its metabolites in patients treated for neuropathic pain associated with postherpetic neuralgia with topically  applied 5% medicated plasters was very low in comparison to the therapeutic range of systemically applied lidocaine.
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Déborah Hirt Pharmacokinetic-pharmacodynamic modeling of manganese in patients with acute alcoholic hepatitis after an IV infusion of mangafodipir.

D. Hirt, F. Batteux, S. Urien, J.P. Richardet, P. Sogni, J. Poupon, A. Laurent, S. Pavlovic, M. Debray, J.M. Treluyer, B. Weill
Hôpital Cochin-Saint Vincent de Paul
Objectives: To determine pharmacokinetic profile of manganese after a 2 hours IV infusion of mangafodipir at 5 μmol/kg b.w., and to correlate manganese concentrations with oxidative stress, early decrease in bilirubin level (EDB) and prothrombin time (PT) in patient with acute alcoholic hepatitis. 

Methods: Forty nine manganese concentrations were measured in 7 patients before, 15, 30, 45 minutes and 2, 7, 14 and 21 days after drug intake. A population pharmacokinetic model was developed in order to describe manganese concentration time courses and estimate inter-patients variabilities. The influence of individual characteristics was tested in the population model using a likelihood ratio test. Pharmacokinetics parameters were correlated to effects using Mann Whitney or Spearmann correlation unilateral tests. Fifty seven prothrombin times, reflecting liver activity, were measured in the 7 patients at days 1, 2, 7, 14, 21 and at months 1, 2, 3 and were used to build a pharmacodynamic model based on manganese concentrations.

Results: A two-compartment model with zero order absorption and first order elimination best described manganese data. Mean pharmacokinetic estimates and the corresponding inter-subject variabilities (%) were: clearance 27 L/h (36%), central volume of distribution 44 L, peripheral volume of distribution 1350 L, intercompartmental clearance 36.5 L (36%) and the endogenous manganese 15.8 nmol/L. AUC and Cmax were derived from the estimated individual pharmacokinetic parameters. AUC was significantly higher in patients who had an EDB. PT was correlated to an AUC increase at month 1. Concerning antioxidant status, plasma glutathion peroxydase significantly increased at day 2 when Cmax increased. PT evolution was best described by a signal transduction model with 2 transit compartments. Mean pharmacodynamic estimates and the corresponding inter-subject variabilities (%) were: intrinsic efficacy of the drug 142 nmol-1.L.s (51%) and mean transit time (Tho), 3.7 days (36%). When patient had an early decrease in bilirubin at day 7, Tho was increased to 27.3 days.

Conclusions: Manganese concentrations could be related to decrease in prothrombin time, the effect was longer in patients with an EDB than in others.
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Eleanor Howgate Mechanistic Prediction of HIV Drug-Drug Interactions in Virtual Populations from in vitro Enzyme Kinetic Data: Ritonavir and Saquinavir.

Almond L1, Rowland Yeo K1, Howgate EM1, Tucker GT1,2, Rostami-Hodjegan A1,2
Simcyp Limited1 John Street Sheffield S2 4SU, UK and University of Sheffield, Academic Unit of Clinical Pharmacology2, Royal Hallamshire Hospital, Sheffield S10 2JF, UK.
Objectives: Quantitative prediction of metabolic drug-drug interactions (mDDI) and the ability to identify patients most likely to experience such interactions is of clinical benefit.  Although this is challenging, particularly in patient groups receiving multiple drugs, (e.g. HIV-infected individuals), the extrapolation of in vivo ADME properties from in vitro data (IVIVE) in simulated virtual populations provides a useful framework to assess mDDI. Such prediction requires estimates of the inhibition constant, Ki, and of the concentration of inhibitor [I] at the enzyme active site.  Ritonavir (RTV), a potent inhibitor of cytochrome P450 3A4 (CYP3A4), is used in many regimens as a pharmacoenhancer of other protease inhibitors metabolised by CYP3A4, including saquinavir (SQV). Here, we report prediction of the magnitude of the interaction observed in a multiple dose study [1] of healthy volunteers taking either SQV alone (800mg b.d. fortovase; n=8) or SQV/RTV (800/300mg b.d.).  

Methods: In vitro kinetic data (Ki) were taken from multiple sources and corrected for non-specific microsomal binding.  Virtual trials (n = 10), mimicking the study design of the in vivo study (n = 8), were simulated (Simcyp Version 7.0, www.simcyp.com) assuming the absence and presence of CYP3A4 induction by ritonavir, as well as its inhibitory effect.  

Results: Observed changes in maximum saquinavir plasma concentration (Cmax) and the area under the concentration-time curve (AUC) were 10.0 and 21.5-fold, respectively.  The corresponding predicted values for the 10 simulated trials ranged from 6.9 to 13.4 and from 9.6 to 19.9, respectively.  The mean fold error in prediction of Cmax ratios was 0.9 and all values were within 2-fold of corresponding observed values. The mean fold error in prediction of AUC ratios was 0.7 with 9/10 predicted values within 2-fold of the observed data. Assuming simultaneous induction of CYP3A4 by RTV led to under prediction of the interaction (only 4 of 10 trials predicted the fold change in Cmax and none of predicted change in AUCs were within 2-fold of observed changes).

Conclusions: IVIVE accurately predicted the interaction of SQV (fortovase) with RTV, indicating that IVIVE is a useful tool for assessing HIV mDDI.  The simulations did not indicate a significant contribution to the interaction from enzyme induction at a RTV dose of 300mg. 

References: 
[1] Buss N et al. (2001) Saquinavir and ritonavir pharmacokinetics following combined ritonavir and saquinavir (soft gelatin capsules) administration. Br J Clin Pharmacol. 52(3):255-64.
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Roger Jelliffe A Population Model of Epidural Lidocaine

Andrea Kwa, Pharm.D1, Juraj Sprung, M.D., Ph.D.2, Michael Van Guilder, Ph.D3., Roger W. Jelliffe, M.D.3
USC School of Medicine
Objectives: To examine the population behavior of epidural lidocaine in geriatric patients, and to search for any difference in the PK behavior of epidural lidocaine when dopamine is given concurrently.

Methods: Twenty patients over age 65, undergoing peripheral vascular surgery under continuous lidocaine epidural anesthesia, were studied. Ten received an intravenous (IV) infusion of placebo (normal saline), while ten other patients received an IV infusion of dopamine at 2 mg/kg/min. Total arterial plasma lidocaine concentrations (gas-chromatographic assay) were measured just before injecting the first epidural dose (baseline) and then at 5, 15, 30, 60, 90, 120 min and hourly thereafter.  Samples were also taken when the lidocaine infusion was stopped at the end of the surgery, and at 30min, 60min, 90min, 2h, 3h, 4h, and 5h after surgery. The nonparametric adaptive grid (NPAG) computer program in the MM-USC*PACK collection was utilized for population PK modeling to obtain the entire discrete maximum likelihood joint parameter distribution [1-3]. The assay error polynomial was determined to be 0.2 + 0.05*C. The structural population PK model was linear, and had 3 compartments, each with first order transfer kinetics.

Results: Lidocaine had a very fast transfer rate constant (Ka part + K2-0) from the epidural space to the serum compartment, and this rate was slowed, by about 40%, probably significantly, by dopamine. The rate constant of elimination from the serum compartment (K2-0) was somewhat increased by dopamine. The rate constant for drug movement from central to peripheral compartment (K2-3) was also somewhat increased in the dopamine patients. The rate constant back from the peripheral to the central compartment (K3-2) was somewhat slowed by dopamine. There was no obvious difference in the apparent volume of distribution of the central compartment between the placebo and the dopamine patients. 

Table 1.  Mean, median, standard deviation, and % coefficient of variation (CV) of pharmacokinetic parameters for the placebo, dopamine, and combined placebo and dopamine groups.

	Parameter
	Mean
	Median
	SD
	% CV

	Ka part
	 
	 
	 
	 

	Placebo
	37.791
	22.723
	42.232
	111.751

	Dopamine
	16.604
	13.394
	11.078
	  66.719

	All patients
	33.569
	18.840
	42.250
	125.860

	K20
	 
	 
	 
	 

	Placebo
	0.3098
	0.3379
	0.0644
	20.788

	Dopamine
	0.3399
	0.3041
	0.0985
	28.979

	All patients
	0.3189
	0.2995
	0.0703
	22.044

	K23
	 
	 
	 
	 

	Placebo
	0.9377
	0.2024
	1.6024
	170.886

	Dopamine
	1.3784
	0.6295
	2.4894
	180.600

	All patients
	1.2736
	0.5847
	2.0960
	164.572

	K32
	 
	 
	 
	 

	Placebo
	2.8161
	0.5581
	4.3401
	154.117

	Dopamine
	1.5237
	0.4125
	3.2954
	216.276

	All patients
	2.1861
	0.4389
	3.9000
	178.400

	Volume of Distribution of Compartment 2

	Placebo
	106.2905
	88.7317
	40.6795
	 38.2720

	Dopamine
	94.6621
	91.0094
	32.7763
	 34.6245

	All patients
	98.8996
	90.7130
	34.4857
	 34.8694


Conclusions: In this first population model of epidural lidocaine, to our knowledge, low-dose dopamine appears to decrease the rate of transfer of lidocaine from the epidural to the serum compartment, and also to increase both the rate of elimination of lidocaine and its transfer between the central (serum) and peripheral compartment, presumably by increasing tissue perfusion. Serum lidocaine concentrations were slightly less in the dopamine patients. Dosage requirements (overall infusion rates) were also similar for the two groups, though they were slightly less for the dopamine patients, consistent with the slower removal of lidocaine from the epidural compartment. This model may be useful in the future to design more optimal epidural infusion protocols.

References: 
[1] Schumitzky A. Nonparametric EM algorithms for estimating prior distributions. App. Math Computation 1991;45:143-57.
[2] Leary R, Jelliffe R, Schumitzky A, and Van Guilder M: A Unified Parametric/Nonparametric Approach to Population PK/PD Modeling. Presented at the Annual Meeting of the Population Approach Group in Europe, Paris, France, June 6-7, 2002.
[3] Bustad A, Terziivanov D, Leary R, Port R, Schumitzky A, and Jelliffe R: Parametric and Nonparametric Population Methods: Their Comparative Performance in Analysing a Clinical Data Set and Two Monte Carlo Simulation Studies. Clin. Pharmacokinet.,45: 365-383, 2006.
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Viera Lukacova PK/PD modeling of Adinazolam – effect of variability of absorption, PK and PD parameters on variability in PD response

Viera Lukacova, Walter S. Woltosz, Michael B. Bolger
Simulations Plus, Inc.
Objectives: Develop a model for prediction of the pharmacokinetic (PK) and pharmacodynamic (PD) profiles of Adinazolam from IV, immediate release oral, and controlled release oral formulations.  Estimate the effects of variability in absorption, pharmacokinetic and pharmacodynamic parameters on PD response

Methods: The PKPlusTM module of GastroPlusTM (Simulations Plus, Inc.) was used to fit PK parameters for Adinazolam from observed plasma concentration-time (Cp-time) profiles after intravenous administration of different doses [1-4]. Oral solution [1,5] and immediate release tablet [2,4] doses were then used to fit the absorption model for Adinazolam in human. The PDPlusTM module of GastroPlus was used to find the relationship between therapeutic PD response (mean sedation score) and the Cp-time profiles of Adinazolam. GastroPlus was then used to run virtual trial simulations to estimate the variability in PD response.

Results: Cp-time profiles after various levels of intravenous and oral doses (immediate as well as sustained release) were successfully simulated with a single fitted model (PK parameters were fitted to IV doses, Peff and first pass extraction were fitted to immediate release oral doses). Similarly, the therapeutic PD response-time profiles were modeled for several different immediate release oral doses (20, 30, 40 and 60mg). For one of these doses (40mg), multiple PD response-time profiles were available from literature. The virtual trial simulations successfully reproduced the variability in observed mean sedation scores for this dose. 

Conclusions: A predictive PK/PD model of Adinazolam in human was calibrated. This model accurately predicts the pharmacokinetic and pharmacodynamic behaviors of Adinazolam for several different dose levels and dosage forms. The model can be used to evaluate the changes in PK/PD upon changes in immediate release formulations as well as to predict variabilities in PK/PD due to variabilities in formulation parameters. 

References: 
[1] Linnoila M., Eur J Clin Pharmacol, 1990, 38: 371-377
[2] Fleishaker J.C., Psychopharmacol, 1989, 99: 34-39
[3] Fleishaker J.C., Pharm Res, 1991, 8: 162-167
[4] Fleishaker J.C., Eur J Clin Pharmacol, 1992, 42: 278-294
[5] Venkatakrishnan K., J Clin Pharmacol, 2005, 45: 529-537
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Lynn McFadyen Maraviroc Exposure Response Analysis: Phase 3 Antiviral Efficacy in Treatment Experienced HIV+ Patients

L. McFadyen (1), P. Jacqmin (2), J. Wade (2), B. Weatherley (1)
(1) Clinical Pharmacology, Pfizer Global Research & Development, Sandwich, UK; (2) Exprimo NV, Lummen, Belgium
Objectives:  Maraviroc, a selective CCR5 antagonist, has been shown to be active in vitro against a wide range of CCR5 tropic clinical HIV isolates and has demonstrated comparable efficacy to other effective antivirals in 10 day monotherapy studies.  Phase 2b/3 studies are currently ongoing in both treatment-naïve and treatment-experienced HIV-1 infected subject with CCR5 tropic virus.  The aim of the current analysis was to identify the exposure response relationship.

Methods:  The effect of maraviroc exposure and various other prognostic factors on 3 viral load efficacy endpoints (binary endpoints of success or failure) at week 24 in treatment-experienced HIV-1-infected patients on optimized background therapy (OBT) has been analysed using generalized additive logistic models (GAM).  This approach was used because the exposure response analysis of long term efficacy data in HIV is complicated by:  left censoring of the HIV-1 RNA levels; numerous non-linear covariate effects and dropouts.  Also, as viral dynamics are best described by a prey-predator model, the viral load (absolute value or change from baseline) at any given time is not necessarily indicative of the steady state inhibition-concentration relationship.

Data (up to 24 weeks of treatment) were available from 1049 subjects in two identical placebo controlled phase 2b/3 studies comparing maraviroc and optimized background therapy (OBT) to OBT alone in treatment experienced patients infected with CCR5-tropic HIV-1.  Maraviroc was dosed at 150mg QD or BID when administered with Protease Inhibitors (PIs) (except tripanavir/ritonavir) or delavirdine (CYP3A4/P-gp inhibitors) otherwise 300mg QD or BID.  Viral load data were transformed into binary (failure-success) endpoints:  viral load higher than 50 copies/mL at 24 weeks, viral load higher than 400 copies/mL at 24 weeks.  Anyone discontinuing prior to 24 weeks was regarded as a failure.

Prognostic factors used in the GAM analysis included exposure variables (dose, average concentration, Cmin and effective constant concentration), treatment variables, demographic factors, disease related factors.  The concentration variables were obtained from empirical Bayes' PK parameter estimates from a population pharmacokinetic model (sparse PK sampling up to 9 samples/subject over 24 weeks).  After graphical and univariate GAM analysis a step GAM procedure was implemented (automated step-wise search in S-PLUS).  The uncertainty in the GAM models was quantified using a ‘bootstrapping' technique.  After successful evaluation of the predictive performance of the GAM models, simulations of exposure-effect relationships including model uncertainty (but not residual error) were performed.

Results and Conclusions:  The PK-PD analysis of maraviroc indicates that, in addition to the well known prognostic factors of baseline CD4+ count and viral load and the overall sensitivity score for OBT, systemic exposure to maraviroc (rather than dose) is an important prognostic factor of virological failure.  The application of GAM modelling is a useful and relatively rapid means of identifying important prognostic factors for antiviral efficacy.
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Mark Peterson Calcium Homeostasis and Bone Remodeling: Development of an Integrated Model for Evaluation and Simulation of Therapeutic Responses to Bone-Related Therapies

M.C. Peterson(1), M.M. Riggs(2)
(1)Amgen Inc., Thousand Oaks, CA USA, (2)Metrum Research Group, LLC, Tariffville, CT USA
Objectives: Calcium (Ca) homeostasis and bone remodeling are complexly integrated, highly regulated processes involving multiple organs and endocrine pathways. Published attempts to develop a generalized model have failed to provide an adequate platform for describing multiple therapeutic class effects on the system. We describe the development of a model that characterizes and predicts longitudinal Ca homeostasis and related co-factors (including phosphate, PTH and calcitriol), as well as expected rates of bone turnover due to natural progression, therapeutic intervention, or disease states.  

Methods: Our approach is based on physiologic requirements to maintain Ca balance with the general model predicated on 3 manuscripts [1-3]. Significant modifications and additional feedback mechanisms, based on literature reports and Amgen internal data, have been added to appropriately integrate the model. The model includes the RANK-RANKL-OPG system to enable characterization of osteoclast (OC) and osteoblast (OB) genesis and survival. PTH-mediated anti-apoptotic signaling in OB allows for description of both anabolic and catabolic effects of PTH on bone remodeling. TGFbeta-mediated feedback mechanisms are incorporated to capture homeostatic observations. The model has enabled evaluation of various affecting mechanisms and ramifications of therapeutic interventions and disease states, including the following: (1) OPG infusion, (2) intermittent- and (3) constant-PTH infusion, (4) hyper- and (5) hypo-calcemia, and (6) progressive renal insufficiency.

Results: The integrated model appears to provide a generalizable structure with known or plausible cell signaling concepts and physiologically consistent parameters.  Model predictions under conditions (1) - (6) provide results consistent with clinical observations.  

Conclusion: We have developed a robust physiologic model that provides continuous descriptions of biomarkers and electrolytes including calcium, phosphate, PTH, and markers of bone turnover consistent with literature and Amgen internal data. This model may allow for investigation of therapeutics under development, prediction of cytokine mediators of bone homeostasis, and provide a platform for hypothesis testing prior to clinical investigations.

References: 
[1]Raposo et. al, J Clin Endocrin Metab, 2002; 87(9):4330-40. 
[2] Lemaire et. al, J Theor Biol, 2004; 229(3):293-309.
[3] Bellido et. al, J Biological Chem, 2003; 278(50):50259-72.
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Rogier Press Dose prediction of tacrolimus in de novo kidney transplant patients with population pharmacokinetic modelling.

R.R. Press(1), B.A. Ploeger(2,3), J. den Hartigh(1), R.J.H.M. van der Straaten(1), J. van Pelt(1), M.Danhof(2,3), J.H. de Fijter(1), H.J. Guchelaar(1).
(1) Departments of Clinical Pharmacy and Toxicology, Nephrology and Clinical Chemistry. Leiden University Medical Center, Leiden, the Netherlands. (2) Leiden Amsterdam Center for Drug Research (LACDR), Leiden, the Netherlands. (3) Leiden Experts on Advanced Pharmacokinetics and Pharmacodynamics (LAP&P Consultants), Leiden, the Netherlands.
Introduction: The immunosuppressive drug tacrolimus (TRL) belongs to the group of calcineurin inhibitors. The calcineurin inhibitors TRL and ciclosporin A constitute the cornerstone of immunosuppressive therapy in solid organ transplantation. TDM of these drugs in kidney transplant patients (Tx) is mandatory since they have a narrow therapeutic index. TRL is responsible for liver toxicity as well as acute and chronic nephrotoxicity. Other complications of chronic therapy are cardiovascular and neurotoxicity, diabetes and several other clinical disorders [1]. Since a number of complications are related to the blood concentration of calcineurin inhibitors, therapeutic drug monitoring (TDM) became standard of care years ago. The golden target was established as the area under the (whole blood)-concentration time curve (AUC) of TRL [2]. Dosing guided by the target AUC has improved clinical outcome in terms of reduced toxicity and improvement of graft survival. TDM is especially important during high dose therapy shortly after Tx. Individual dose adjustments are made to achieve target exposure within days after start of the body weight based regime. However, frequent dose adjustments are often required resulting in under or over exposure for a considerable amount of time. As this could result in either lack of efficacy or toxicity it is important to reduce the frequency of dose adjustments by selecting an individualized optimal starting dose. This requires insight into the factors (i.e. covariates) that explain the variability in the pharmacokinetics (PK) of TRL. 

Objective: This study aims at identifying mechanistically plausible and clinically relevant covariates that explain observed variability in the PK of TRL. In addition, simulations have been performed to identify the optimal dosing schedule for TRL. 

Methods: De novo kidney Tx patients (n=33) were treated with basiliximab, mycophenolate mofetil (fixed dose), prednisolone and TRL. Patients received TRL either once or twice daily. TRL dose was adjusted according to a preset target AUC. PK samples were collected up to 12 hours after administration on week 2, 4, 6, 8, 10, 12, 17, 21, 26, 39 and 52 post Tx. Whole blood concentrations of TRL were measured with microparticle enzyme immunoassay (MEIA) on an IMx-analyzer. 
The pharmacokinetic data were analysed using non-linear mixed effect modelling with NONMEM V. The effects of the potential covariates hematocrit, albumin, age, weight and genetic polymorphisms in CYP3A4, CYP3A5, P-glycoprotein (P-gp) [1,3] and the nuclear hormone receptor Pregnane-X-receptor (PXR) on TRL PK were studied. Potential covariates were selected by visual inspection of the possible relationship between random effects estimated with the base model and a covariate. Subsequently, the selected covariate relationships were evaluated with NONMEM by forward inclusion and backward deletion procedure. In addition, including a covariate effect should result in a reduction in the identified random variability and an improvement of the model fit. 

Results: TRL PK was adequately described by a 2-compartment model with first-order absorption and first-order elimination from the central compartment. Two populations with a significant difference in central volume of distribution (Vc) were identified. Higher Vc values were identified for subjects with hematocrit values below 0.32 and a TRL dose of greater than 10 mg compared to subjects with higher hematocrit values (32 ± 13 L vs. 17 ± 6 L). In addition, 2 populations with different values for TRL clearance were identified. This bimodal distribution could be related to genetic polymorphisms. Pharmacogenetic differences were found between these populations with genetic polymorphisms (SNPs) in CYP3A5*3 (CL = 3 ± 0.5 vs. 4.5 ± 1.5 L/h) and PXR (CL= 3 ± 0.5 vs. 4 ± 1.3 L/h). SNPs in these enzymes are responsible for higher TRL clearance compared to the wild type. With this structural relationship the identified random inter-individual variability in CL is considerably reduced. Moreover, an association between the presence of promotor SNPs CYP3A4*1B (SNP responsible for increased CL) and ABCB T-129C (SNP responsible for decreased CL) and TRL CL was observed. Finally, there was a clear relationship between the apparent clearance (CL/F) and TRL-dose. 
With the developed PK model we performed simulations to support our findings. We clearly demonstrate that the body weight based regimen should be replaced by either a standard starting dose or an individualized dose based on CYP3A5*3 or PXR genotype. 

Discussion: TRL is subject to highly variable PK. In the present investigation the variability in TRL pharmacokinetics is described and the inter-individual variability relevant to individualised dosing is largely explained. A bimodal distribution was observed in TRL clearance. Genetic polymorphisms were found to be responsible for this observation. A SNP in PXR, next to SNPs in CYP-enzymes and P-gp, were demonstrated to be important in relation to TRL PK. The SNPs in CYP and P-gp are known to be associated with low through blood concentrations [3]. This study demonstrates the relationship with clearance. The transcription factor PXR modulates the expression of drug metabolising enzymes (i.e. CYP3A4) and transporters (P-gp). PXR is a low affinity and high capacity nuclear receptor for glucocorticoids, such as prednisolone [4]. Within 3 weeks after Tx high dose prednisolone (50 mg b.i.d.) is reduced to 10 mg o.d. Since the effect of prednisolone through PXR could potentially lead to increased TRL clearance differences in TRL CL in time would be expected. The SNP in PXR could be of use as a biomarker for TRL CL early after Tx when (high dose) prednisolone is administered to the patient. 
In addition, for subjects with hematocrit values below 0.32 the TRL binding capacity of the red blood cells is lower after dose over 10 mg, resulting in a higher apparent volume of distribution, since more unbound TRL will distribute into peripheral tissue. This non-linearity could have great clinical implications (delayed graft function, liver toxicity, neurotoxicity) for the early period after Tx when patients with often low hematocrit values receive high dose TRL treatment. 
During the analysis we observed a relationship between TRL clearance and dose. This can be explained by the fact that TDM is performed on basis of blood level monitoring. Patients with high blood levels have a low clearance and vice versa. Dose adjustments are made on basis of drug concentration therewith indirectly on basis of the drug clearance. Therefore, a higher clearance necessitates a higher dose. As this relationship was not observed after the first dose, but becomes visible after the first dose adjustment, this relationship is clinically introduced by TDM as was shown earlier for carbamazepine [5]. No relationship between bodyweight and the apparent CL of TRL was detected in the dataset. On theoretical grounds this was expected since TRL distributes extensively to tissues throughout the body and the blood fraction is bound to the red blood cell for more then 80%. This indicates that bodyweight is a poor predictor of TRL CL and could potentially lead to respectively under- or overdosing in patients with a low- or high bodyweight. The first TDM dose adjustment also corrects for this misassumption. Simulations with the PK model clearly show that a fixed dose regimen is preferred compared to dosing per kg body weight. Our findings show that a fixed dose in combination with TDM results in lesser dose adjustments. However, a more sophisticated way in improving dose predictions would be individualization on the basis of the covariate-adjusted population PK model with the implementation of genotyping and factors as hermatocrit as determinants in the dose selection of TRL.

Conclusion: Genetic polymorphisms in CYP3A5 and PXR are responsible for the observed variability in TRL clearance. In addition, for subjects with hematocrit values below 0.32 the TRL binding capacity of the red blood cells is lower in combination with a dose over 10 mg, resulting in a higher apparent volume of distribution. In combination with the poor predictive power of the bodyweight based regimen these factors should be considered in the TRL dosing strategy. First, giving a fixed dose rather than dosing per kg bodyweight would be an improvement. The starting dose could be further individualized by taking the presently identified effects of genotype and hematocrit on the PK of TRL into consideration. In this way, patients with either genotypes in CYP3A5 or PXR should receive a 1.5 times higher dose compared to patients with the wild-type gene. Therewith, the optimal dose for most patients could be reached earlier after Tx in order to balance optimally within the therapeutic window. 
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Catherine Mary Turner Sherwin A pharmacokinetic/pharmacodynamic model to determine optimal dosing targets for amikacin in neonatal sepsis

C.M.T. Sherwin (1, 2), S. Svahn (3), A.J. Van Der Linden (4), N.J. Medlicott (2), R. Broadbent (1), D.M. Reith (1)
(1) Department of Women’s and Child Health, Dunedin School of Medicine, University of Otago, Dunedin, New Zealand; (2) School of Pharmacy, University of Otago, Dunedin, New Zealand; (3) University of Uppsala, Uppsala, Sweden; (4) Microbiology, Otago Diagnostic Laboratory, Dunedin Hospital, Dunedin, New Zealand
Objectives: To develop a PK/PD model to explore the determinants of treatment failure (TF) with the use of amikacin in neonates with suspected or proven sepsis. 

Methods: A retrospective chart review was performed including all neonates treated with amikacin at Dunedin Hospital from Oct 2003 to Jan 2007. In these neonates, amikacin was commenced for treatment of suspected late onset neonatal sepsis. For those neonates with culture positive sepsis, TF was defined when an infant was diagnosised with a repeat infection caused by the same bacteria or a treatment switch to vancomycin due to no apparent clinical improvement. Amikacin E-tests were performed on the bacteria cultured from septic infants to determined amikacin minimum inhibitory concentrations (MIC). The population PK analysis included all the study subjects and was performed using NONMEM, version 5. The PD analysis included all the neonates with culture proven sepsis and used the posthoc estimates from the PK model, the MIC data and clinical characteristics in a logistic regression model using Stata, version 8. 

Results: The PK model analysed 358 amikacin concentrations from 80 preterm and term neonates. A one-compartment first order elimination model was utilised. The median postmenstrual age (PMA) for the infants was 30.29 weeks, ranging (24.71 to 44.14). Median (range) current weight (CWT) was 1.06 kg (0.45 to 4.43). The final covariate model estimated clearance (CL) = 0.23 • 0.0746 (PMA) • 0.691 (CWT) and volume of distribution (V) = 0.957 •0.89(CWT). The PD model included 35 confirmed septic episodes from 26 infants. Fourteen episodes met the TF criteria. Median (range) amikacin peak concentration was 27.7 (17.1 to 36.8) mg/L, MIC was 3 (

Conclusions: The present study confirms the need for adequate amikacin peak concentrations to reduce the risk of TF. Therefore there is a need to develop a dosing regimen that reliably delivers a peak/MIC >8 for septic neonates. 
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Anthe Zandvliet Dose individualization of indisulam to reduce the risk of severe myelosuppression

Anthe S. Zandvliet (1), Jan H.M. Schellens (2,3), William Copalu (4), Jantien Wanders (4), Jos H. Beijnen (1,2), Alwin D.R. Huitema (1)
1 Department of Pharmacy & Pharmacology, The Netherlands Cancer Institute/Slotervaart Hospital, Amsterdam, The Netherlands, 2 Department of Biomedical Analysis, Section of Drug Toxicology, Utrecht University, Utrecht, The Netherlands, 3 Department of Clinical Pharmacology, Division of Medical Oncology, The Netherlands Cancer Institute/Antoni van Leeuwenhoek Hospital, Amsterdam, The Netherlands and 4 Eisai Ltd., London, UK
Objectives: Chemotherapy with indisulam often causes hematological toxicity. The objective of this study was to evaluate the influence of patient characteristics on the pharmacokinetics and pharmacodynamics of indisulam and to identify patients at risk for developing severe neutropenia or thrombocytopenia after treatment with indisulam.

Methods: Semi-physiological models of indisulam pharmacokinetics and hematological toxicity were used for the covariate analysis.[1,2] Concentrations of indisulam, cell counts of neutrophils and thrombocytes and patient characteristics (demographics, physical condition, prior medication, prior radiotherapy, concomitant medication, CYP2C genotype and biochemistry) of 13 clinical studies including 412 patients were used. Relationships between patient characteristics and pharmacokinetic and pharmacodynamic parameters were evaluated with the population approach using NONMEM. A simulation study was performed to determine the relative risk of dose limiting myelosuppression for the 2.5 and 97.5 percentiles of each patient characteristic. A relative risk of less than 0.9 or more than 1.1 was considered clinically relevant. A dosing algorithm was developed to assist in dose individualization. 

Results: Body surface area (BSA), race and CYP2C genotype had a significant impact on indisulam elimination.(p<0.001) High body weight was related to low specific binding of indisulam in body tissue.(p<0.001) Patients who had received prior courses of chemotherapy were more sensitive to indisulam-induced neutropenia (p<0.001), but this did not result in a clinically relevant increase in the risk of dose limiting myelosuppression (relative risk (RR) 1.05). Low BSA, Japanese race, variant CYP2C genotype, low baseline neutrophil and thrombocyte counts and female sex were clinically relevant risk factors of dose limiting haematological toxicity (RR>1.1). A dosing strategy based on BSA, race, CYP2C genotype, baseline neutrophil count and sex was developed which may reduce the risk of dose limiting myelosuppression for patient subgroups.

Conclusions: This study has identified patient characteristics related to an increased risk of haematological adverse effects after therapy with indisulam. Dose individualization based on these patient characteristics may contribute to treatment optimization.
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Aris Dokoumetzidis An algorithm for proper lumping of systems of ODEs

Aris Dokoumetzidis
Unviersity of Manchester
Objectives: We aim to develop an algorithm for automatic order reduction of large mathematical models, in order to use it for simplifying systems biology models with drug interest, for potential use in pharmacodynamics.

Methods: We develop an optimisation based algorithm for lumping of responses. More specifically, given a non-linear model described by a set of ordinary differential equations, a set of prior distributions for the model parameters and a set of constraints, the algorithm first determines all the candidate lumped models based on permutations. Then it searches for the one that has the best average agreement with the original model according to a Bayesian objective function that averages over the parameter prior distributions. The algorithm is applied to an example model in order to demonstrate its performance.

Results: The algorithm when applied to the example model, produces a lumped model which is much smaller to the original. Furthermore, the variables and parameters of the reduced model retain a specific physiological meaning, since the algorithm only considers proper lumping schemes. The solution of the lumped model is found to be close to the one of the original full model. Advantages of the algorithm include that it is completely automatic, can be used for non-linear models and can handle parameter uncertainty and constraints.

Conclusions: In the future more sophisticated, mechanistic models will be needed to meet the challenges of quantitative pharmacology. Systems biology is a growing trend in the entire biological sciences and PK/PD modelling needs to go towards that direction also. The inherent problem of overparametrisation of the models derived by a systems approach, given the quality of the available data, will have to be addressed with mathematical tools like lumping techniques, in order for these models to be useful.
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Jeroen Elassaiss-Schaap Automation of Structural Pharmacokinetic Model Search in NONMEM: Evaluation with Preclinical Datasets

Jeroen Schaap (1), Stefan Verhoeven (2), Gerard Vogel (3), Martijn Rooseboom (3,4) and Rene van Schaik (2)
(1) PK-PD/M&S, Clinical Pharmacology and Kinetics, Organon N.V., The Netherlands; (2) Molecular Design and Informatics, Pharmacology Oss, Organon N.V., The Netherlands; (3) DMPK & Safety, Dept. Pharmacology Oss, Organon N.V., The Netherlands; (4) Dept. Toxicology and Drug Disposition Oss, Organon N.V., The Netherlands.
Objective: One of the factors limiting further implementation of PK-PD modeling in the pharmaceutical industry is the availability of modelers. Automation of model development is therefore an attractive proposition. An alternative to the published unsupervised global model space search by means of a hybrid genetic algorithm [1], is a staged and supervised approach. The latter approach more closely reflects manual model development, with its mixed stages of model selection. We set out to implement the first building block of this approach, structural pharmacokinetic model search, and evaluate its performance in the context of small, pharmacology-type preclinical PK datasets.

Methods: Nonlinear models were fitted with NONMEM V. Model selection was performed on the basis of a hierarchy of criteria: successful covariance step, AIC (with a tolerance of 2) and number of parameters. Selected models were manually checked on the basis of goodness-of-fit and observed/predicted versus time plots. 56 Datasets originating from preclinical research, manually selected to contain the range from easy to impossible to fit, were used as test input. The experiments typically included 1-3 routes of administration. Each non-iv route was combined with iv-data; this procedure resulted in 73 datasets. The model search on this database was executed twice, on an Itanium2 machine with the Intel fortran compiler 9.1 and on an Opteron machine with g77. 

Results: Screening of initial parameters estimates appeared to be the most time-consuming part of our automated model search. A staged algorithm was developed as an efficient screen. Manual inspection of automatically selected models revealed that they mostly were acceptable with the exception of models built on datasets of poor quality. The outcomes obtained at the different hardware setups revealed that (i) 8 datasets did not run due to technicalities and that (ii) 29 exactly identical objective functions (OVFs), (iii) 23 slightly different OVFs (delta < 3.7), (iv) 6 different OVFs and (v) 7 unambiguously different OFVs (delta >= 10) models were found. In groups iv and v, all but one differences were clearly related to data issues such as inconsistent increases in iv-curves. Roughly 200 model runs were performed per dataset to choose between 24 structural models, considerably more than an experienced modeler would need.

Conclusion: Structural model search automation is feasible but human supervision remains a requirement.
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Serge Guzy Comparison between NONMEM and the Monte-Carlo Expectation Maximization (MC-PEM) Method Using a Physiologically-Based Glucose-Insulin Model

Robert Bauer(1), Serge Guzy(1), Hanna E Silber(2), Petra M Jauslin(2,3), Nicolas Frey(3), Mats O Karlsson(2)
(1)Pop-Pharm Inc.,Berkeley,CA (2)Uppsala University, Uppsala, Sweden and (3)Hoffmann-La Roche Inc., Basel, Switzerland
Objectives: The purpose of this work is to compare the methodologies of NONMEM and MC-PEM (as applied in the software packages PDx-MC-PEM and S-ADAPT) using an advanced model for regulation of glucose and insulin kinetics.

Methods: In NONMEM a linearized form of the likelihood function is maximized. The MC-PEM method, by using Monte-Carlo simulations during the expectation step, allows to maximize the exact likelihood while avoiding complicated integration algorithms. The MC-PEM algorithm consists of two main steps: the first one is the expectation step (E-Step) where Monte-Carlo sampled model parameters contribute to assessing the conditional means and variances for each subject, at the current values of the population parameters and inter-subject variances. The E-Step is then followed by the maximization step which updates the population parameter characteristics. 

As the MC-PEM algorithm is particularly suited for complex models with highly dimensioned inter-subject variances the comparison between MC-PEM algorithm and NONMEM algorithm as been conducted by using the physiologically based glucose-insulin model previously developed by HE Silber and PM Jauslin and presented at the PAGE meetings in 2004 and 2005 [1-3]. 

Results: In a first analysis, the estimation procedure was performed with some predefined constraints as present in the NONMEM version of the glucose-insulin model (disposition parameters following the OGTT fixed to values obtained analyzing the IVGTT). This analysis resulted in similar final estimates across the three programs for the population means and variances that were allowed to vary, with intra-subject variances over-estimated in PDx-MCPEM. In a second analysis, the fit was performed without any constraints on the population means and variances, and a full S-ADAPT analysis was performed successfully with a statistically significant improvement in the objective function. The same analysis is being conducted using NONMEM.  

Conclusions: S-ADAPT's ability to optimally combine both Monte-Carlo stochastic algorithms with deterministic optimization algorithms allowed both precise objective function assessment as well as full analysis without any parameter constraints. 
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Robert Leary An evolutonary nonparametric NLME algorithm

Robert H. Leary
Pharsight Corporation
Nonparametric NLME algorithms [1,2,3] relax the usual multivariate normality assumption for the random effects distribution to allow arbitrary nonparametric distributions.  The nonparametric maximum likelihood distribution can be shown to be a discrete distribution defined by probabilities PJ on support points SJ, J=1, 2, ..., M,  where M ≤ N with N the number of subjects.  Support points have dimensionality D equal to the number of random effects.  While finding optimal probabilities for a given set of support points is a convex optimization problem with known fast and reliable algorithms, optimizing support point positions is a much more difficult global optimization problem with many local optima, particularly in higher dimensions.  

In the low dimensional case (e.g., D=1 or 2), a computationally feasible and effective strategy involves gridding the random effects space (as in the NPEM algorithm in [2]) at reasonable resolution over a box whose dimensions are derived from the observed post-hoc and/or Omega matrix estimates from an initial parametric analysis. This allows a (near) global optimum solution to be found in a single step using only a very fast and effective convex primal dual probability optimization algorithm [3] that selects an optimal subset from the candidate pool defined by the grid.  However, in higher dimensions reliance on gridding alone breaks down due Bellman's ‘curse of dimensionality' - the number of grid points grows exponentially with D and quickly overwhelms computational feasibility if reasonable resolution is maintained.  The alternate strategy of direct optimization of support point coordinates with derivative-based methods often leads to trapping in one of a large number of local optima. 

Here we consider an evolutionary type algorithm that leverages the power and speed of the convex probability optimization algorithm to find good approximations to the solution of the more general nonconvex global optimization problem.  Using only the probability optimization algorithm, it is possible to select the M optimal support points (and assign maximum likelihood probabilities) from an arbitrarily large collection of candidates.   The algorithm evolves a population of candidate support points in a manner that guarantees that the likelihood of the optimal subset monotonically increases with each generation.  A novel feature of the algorithm is the use of the dual solution for the current generation to prescreen large numbers of candidates for new support points to limit population growth to only the most promising new points.  The candidate proposal function prevents trapping in local optima by proposing candidate points outside of the current basin of attraction.

As in NONMEM 6, the algorithm is initiated with a population of candidate support points consisting of the post hoc estimates from an initial parametric analysis.  However, unlike NONMEM 6 where support points are static, support points in the evolutionary algorithm move toward maximal likelihood placement as a result of multiple iterations of probability optimization and population evolution.   Computational results are presented comparing the two approaches.  Comparisons are also made with the adaptive grid nonparametric approach in the NPAG algorithm in USC*PACK.

References:
[1] Mallet, A., A maximum likelihood estimation method for random coefficient regression models, Biometrika 73: 645-656, 1986.
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[3] Leary, R. et al, An adaptive grid non-parametric approach to pharmacokinetic and dynamic(PK/PD) population models, 14-th IEEE Symposium on Computer Based Medical Systems, 389-394, 2001.
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Elodie Plan Investigation of performances of FOCE and LAPLACE algorithms in NONMEM VI in population parameters estimation of PK and PD continuous data

E. Plan, M. C. Kjellsson, M. O. Karlsson
Division of Pharmacokinetics and Drug Therapy, Department of Pharmaceutical Biosciences, Uppsala University, Uppsala, Sweden
Background: At PAGE 2005, P. Girard and F. Mentré presented a study where the performance of several estimation methods used in nonlinear mixed effects modeling were compared. It was shown that FOCE using NONMEM VIbêta did end in successful minimization in only 49% of the runs [1]. In NONMEM VI, S. Beal had added a warning message making the covariance step abort when its estimate is equal to zero. It has been hypothesized that these warnings are the reason why FOCE in NONMEM VIbêta shows such poor minimization properties. NONMEM VI includes a new estimation method, LAPLACE INTER, clearly intended for continuous type data. Therefore we also wanted to explore differences between FOCE and LAPLACE for such data.

Objective: The aim of this study was to compare the estimation performances of different methods available in NONMEM VI, with focus on FOCE and LAPLACE methods.

Methods: 100 datasets simulated by Girard et al were re-examined using NONMEM VI and a NONMEM VI version compiled without the warnings with methods FOCE, LAPLACE, SLOW, INTER, NUMERICAL, LIKE and -2LL. The model used to estimate these PK data was a one compartment model with a first order absorption and a first order elimination. Random effects exponentially added to all fixed effects with off-diagonal elements estimated and an exponential error completed the model. 100 other datasets were generated for further investigations in the difference in performance between FOCE and LAPLACE. PD data were then estimated using a sigmoïd Hill model with a baseline and a correlation between the EMAX and the ED50. The model included also random effects multiplicatively affected to 3 of the 4 parameters and an additional error. Results were compared by computing bias and precision of the 100 estimated parameters and by plotting relative estimation errors.

Results and Discussion: 100% successful minimizations were obtained with NONMEM VI both with and without warnings; otherwise no evident difference was seen between the different algorithms in PK data estimations. Regarding PD data estimations, a trend of lower bias with LAPLACE than with FOCE was observed, whereas precisions were quite similar between these two methods. The difference in the bias increased with increasing complexity of the model. Moreover even though several estimations did not minimize successfully, the parameter estimates did seem to be similar to those obtained in a successful minimization.
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Benjamin Ribba Parameters estimation issues for complex population PK models: A Nonmem vs. Monolix study
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Therapeutic Targeting in Oncology (EA3738), Faculty of Medicine Lyon-Sud, University of Lyon
Objectives: With the aim to study PK/PD with a system biology approach, we wish to address the question of parameter estimation for complex (physiologically-based) PK/PD population models. The specific objective of this work is to evaluate the performance of FO (First Order) and FOCE (First Order Conditional Estimation) versus SAEM (Stochastic Approximation of Expectation Maximisation) methods in estimating the parameters of Irinotecan PK model including four metabolites: 7-ethyl-10-Hydroxycamptothecin (SN38), 7-ethyl-10-Hydroxycamptothecin glucuronide (SN38G), 7-ethyl-10-[4-N-(acid5-aminopentanoïque)-1-piperidino]-carbonyloxycamptothécine (APC) and 7-ethyl-10-(4-amino-1-piperidino)-carbonyloxycamptothécine (NPC).

Methods: Irinotecan and its metabolites concentration data were collected from 177 patients included in a phase I and a phase II clinical trial. Nonmem VI was used for parameters estimation with FO and FOCE while Monolix [1,2] was used for parameter estimation through SAEM method. 
The methodology consists of building the full model step by step [3], starting from Irinotecan concentration data only (step 1) and plugging successively SN38 (step 2), SN38G (step 3), APC (step 4) and finally NPC (step 5). 
For all steps, we intend to run both sequential and simultaneous analysis described in [4,5]. Comparison criteria will be goodness of fit plot, parameter precision, and computational time.

Results: By now, step 1 has been completed with Nonmem (FO method) and Monolix. Step 2 has been performed sequentially with Nonmem (FO method) only. 
For Irinotecan concentration data only, Monolix gave better parameter estimations than Nonmem VI while computational time was significantly higher (see Table below). Nevertheless Monolix CPU time is expected to be comparable to Nonmem FOCE. 

	 
	Nonmem VI (FO)
	Monolix (SAEM)

	
	Parameters estimation (CV in % of IIV*)

	Clearance (L/h) 
	14.3 (61%)
	11.8 (52%)

	Central volume (L)
	41.8 (61%)
	42.8 (65%)

	
	SE** (parameter) (SE(IIV))

	Clearance
	1.1 (0.44)
	0.7 (0.22)

	Central volume
	4.02 (0.36)
	3.4 (0.28

	
	Computational time (seconds)

	
	5
	54


*IIV: Inter-Individual Variability

**SE: Standard Error 

Conclusions: On a methodological point of view, this study may highlight the potential of existing and innovative parameter estimation algorithms for highly complex (physiological) models integrating both anti-cancer drug metabolisms and cancer biological processes. Hopefully, the full PK model of Irinotecan will provide a rational identification of covariates and will be informative on the role of its metabolites. Forthcoming results will be compared to a study of Irinotecan PK by Xie et al. [3].
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Jeff Barrett Improving Study Design and Conduct Efficiency of Event-Driven Clinical Trials via Discrete Event Simulation: Application to Pediatric Oncology

Jeffrey S. Barrett, Jeffrey Skolnik, Bhuvana Jayaraman, Dimple Patel, Peter Adamson
Laboratory for Applied PK/PD, Division of Clinical Pharmacology, The Children’s Hospital of Philadelphia
Objectives: Discrete Event Simulation (DES) is a method used to model real world systems able to be decomposed into a set of logically separate processes that autonomously progress through time. Each event occurs on a specific process, and is assigned a logical time (a timestamp). The result of this event can be an outcome passed to one or more other processes. The content of the outcome may result in the generation of new events to be processed at some specified future logical time. Our objectives are to employ DES to the study of clinical trial design efficiency, specifically to the investigation of dose escalation / de-escalation and stopping rules based on the frequency of DLT occurrence in pediatric oncology trials.  

Methods: The classic Phase I oncology trial design was decomposed into a series of discrete time events (accrual/enrollment, evaluation and/or time to DLT or inevaluability) with outcome probabilities (DLT or inevaluability) assigned to each subject based on historical data from phase I pediatric oncology trials. A study population of available patients (to be enrolled population) was simulated based on their likelihood of being inevaluable, evaluable (having a DLT or completing w/o DLT) and distributions which describe various time indices (arrival time, enrollment time, evaluation time, time to DLT, time to inevaluability). All event outcomes are generated for all patients and logic to describe which event occurred based on the time to event comparison is run. Population simulations were typically evaluated for 100 simulated trials with 15 patients per cohort (prob of DLT increases w/ cohort) although the effect of sample size (up to n = 1000 trials) was also explored. From the population dataset, logic for the conventional (3+3 design) and newly proposed (Rolling 6 design) was applied to evaluate the operating characteristics of each approach. The code (1) decides if the study is open to enroll subjects, (2) checks to see if there are subjects waiting to be enrolled, (3) evaluates if the subject can be enrolled by checking against events which determine cohort progression (open, escalation, de-escalation or termination) assessing if MTD criteria are met, (4) progressing on assessment of action (3), adds "waiting period" - random variable based on historical experience, and (5) summarizes study outcomes. Subjects are chosen for "on study" status from the population dataset; subjects can be skipped (from the population dataset) if they are available when a waiting period (study closed) is in effect. Simulated patient trials and decision rule logic were coded PC/Windows SAS v9.1. Metrics for study efficiency (time to reach MTD, time to complete various trial designs and number of patients necessary to complete the trial) were defined and compared.

Results: Study efficiency is highly dependent on enrollment times.  The rolling 6 design is superior to the conventional 3+3 design for most typically encountered enrollment times and study conditions. The magnitude of the benefit depends on distributional assumptions and the amount of time it takes the trial to achieve the MTD and the designs, while not hierarchical, do perform similarly when arrival times exceed 100 days. 

Conclusions: DES can be employed to examine the dependency of design and escalation rules on study efficiency metrics. This technique may offer real design alternatives, especially when coupled with Bayesian approaches, to minimize drug exposures of agents with narrow therapeutic windows and when patients do not stand to benefit from the study and should be generalizable to any event-driven clinical trial design.
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caroline BAZZOLI Population design in nonlinear mixed effects multiple responses models: extension of PFIM and evaluation by simulation with NONMEM and MONOLIX
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(1) INSERM, U738, Paris, France; Université Paris 7, Paris, France. (2) AP-HP, Hôpital Bichat, Paris, France.
Objectives: Multiple responses are increasingly used in population analyses. In this context, efficient tools for population designs evaluation and optimisation are necessary. The objectives are 1) to extend the population Fisher information matrix (MF) for nonlinear mixed effects multiple responses models and 2) to evaluate it by a simulation study using the FO and FOCE methods in NONMEM and the SAEM algorithm of MONOLIX. 

Methods: We first extend the expression of MF for multiple responses model using a linearisation of the model as proposed for a single response by Mentré et al. [1]. We implement this method in an extension of PFIM [2], a R function for population designs evaluation and optimisation. Using a PKPD model example [3], we evaluate the relevance of the predicted standard errors (SE) computed by PFIM. To do that, first, we compare the SE of PFIM to those computed under asymptotic convergence assumption by MONOLIX through a simulation of 10000 subjects. MONOLIX is based on the SAEM algorithm [4], and uses two methods to compute SE: a linearization method and the Louis method [5]. Then, we also compare the predicted SE of PFIM to the distribution of the SE obtained by estimation on 1000 data sets with FO, FOCE and with the two methods of SAEM. We also compare those predicted SE to the empirical SE obtained for each method defined as the standard deviation on the 1000 estimates. Last, we compute bias and root mean square errors (RMSE) for the estimates obtained by FO, FOCE and SAEM. 

Results: The SE of PFIM are equivalent to those predicted by SAEM and to the empirical ones obtained with FOCE and SAEM; they are in agreement with the distribution of the SE for FOCE and for the linearization method of SAEM. Regarding FO, the range of the SE and the empirical ones are much larger than the SE of PFIM and those obtained with FOCE or SAEM. The distribution of the SE for FOCE and the linearization method of SAEM are closed and are in accordance with the empirical SE. The Louis method of SAEM provides larger distribution of SE. Last, we show large bias and large RMSE for the estimates obtained with FO, whereas with SAEM or FOCE they are good, especially for SAEM on the fixed effects.

Conclusions: We show the relevance of the extension of PFIM for multiple responses models. Despite the linearization used to compute MF in PFIM, it adequately predicts the SE obtained by FOCE and SAEM but not those of FO which are much larger.  
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Marylore Chenel Comparison of uniresponse and multiresponse approaches of PopDes to optimize sampling times for drug-drug interaction studies: application to a Servier compound.

Marylore Chenel1, Kayode Ogungbenro2, François Bouzom1
1Servier Research Group, France; 2School of Pharmacy, CAPkR, University of Manchester, Manchester, UK
Objectives: In addition to efficacy information, the collection of pharmacokinetic (PK) data in patients during phase II/III trials presents the interest to evaluate any potential risk of drug-drug interaction (DDI) in linking drug exposures to adverse event occurrences. As the number of blood samples is most often limited in patients, optimal design with joint sampling times for at least 2 compounds could be very useful in the collection of PK information. Since multiresponse approach as implemented in PopDes allows optimization of sampling times for two responses, uniresponse and multiresponse approaches were compared to optimize sampling times for SX drug, a potential weak inhibitor of CYP3A4, and midazolam (MDZ), as reference substrate of CYP3A4.

Methods: The anticipated study design included 12 subjects receiving SX dose twice a day over 5 days, and in the morning of the 5th day, a single dose of MDZ was given 2 hours after the first daily dose of SX. This study design was simulated for 100 subjects using a PBPK (Physiologically Based PK) model for both compounds built with in vitro data. The PBPK model allows prediction of plasma concentration-time profiles for both compounds taking into account the potential interaction. Using the PBPK simulated data, SX and MDZ population PK models were built in NONMEM with the FOCEI method. Then, sampling times were optimized by uniresponse and multiresponse approaches in PopDes. Under the uniresponse approach, the design domain was over 12 hours (one dose interval), and over 22 hours for SX and MDZ, respectively. Under the multiresponse approach, the design domain was over 22 hours for both compounds. In all cases, a single group of 12 subjects was considered. Both approaches were compared after simulation and re-estimation of 1000 datasets in terms of estimation accuracy, relative errors (bias) and RMSE (Root Mean Squared Error) of apparent clearance (CL/F) for the two compounds.

Results: SX simulated data were fitted with a 2-compartment model with a fixed first-order absorption rate constant. Inter-individual variability was added on CL/F and on the apparent volume of distribution of the central compartment (Vc/F) with a correlation between these two parameters. The residual error was a combination of additive and multiplicative errors. The MDZ population PK model was similar except that a zero-order constant was used to describe absorption process and inter-individual variability was added on all fixed effect parameters. Under the uniresponse approach, best designs were obtained with 4 sampling times over 1-dose interval and with 5 sampling times over 22 hours for SX and MDZ, respectively. Thus, there was a total of 9 different sampling times with this approach. Under the multiresponse approach, the best design with joint optimal sampling times for both drugs was obtained with 5 sampling times over 22 hours. Whatever the approach used, in addition of the SX PK information collected, MDZ CL/F values were well estimated as empirical RSEs (Relative Standard Error), median RSEs given by NONMEM as well as RSEs given by the population Fisher information matrix were less than 20%. Estimated MDZ CL/F values were in average equal to the reference value and relative RMSEs were less than 15% in all cases.

Conclusions: Under the clinical constraints for these two population PK models, the multiresponse approach with joint optimal sampling times allowed MDZ CL/F values to be well estimated in addition of PK information collection for the SX drug, and allowed to save 4 sampling times compared to the uniresponse approach. Thus, for the clinical trial, the optimal sampling times estimated by both approaches were slided into the full anticipated sampling time design.

When the clinical trial is completed, MDZ CL/F estimated by population PK modelling using the full anticipated sampling time design will be compared to those obtained with the optimal sampling time designs estimated by uniresponse and multiresponse approaches. The interaction evaluation will be also evaluated by population PK modelling using full and optimal designs.
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marc-antoine fabre Selection of a dosing regimen with WST11 by Monte Carlo simulations, using PK data collected after single IV administration in healthy subjects and population PK modelling.

M.A. Fabre (2), E. Fuseau (2), P. Cohen, H. Ficheux (1).
(1) NEGMA - Avenue de l’Europe-TOUSSUS LE NOBLE - 78771 Magny Les Hameaux Cedex - FRANCE; (2) EMF Consulting, BP 2, 13545 Aix en Provence, France
Introduction:  WST11 is a new compound to be used for Vascular Targeted Phototherapy (VTP) and it is expected to enable selective destruction of neovasculature with minimal side effects or skin photo toxicity.

Objectives: To describe pharmacokinetic of WST11 and perform simulations to optimise the IV infusion dosing regimen in combination with illumination, in this example, the target PK profile is being a plateau concentrations during approximately 30 minutes for ophthalmologic procedure.

Methods: The study included 42 healthy male subjects, administered 1.25, 2.5, 5, 7.5, 10 or 15 mg/kg as a 10-minute IV infusion.  A population pharmacokinetic model was developed using nonlinear mixed effects modelling (NONMEM).  Monte Carlo simulations of the population PK dataset (NONMEM) were performed to select series of dosing regimen which would result in a plateau of concentration lasting at least 30 minutes and allow laser illumination.

Results/Conclusion: A two compartment model with non-linear elimination best described the data.  The clearance was shown to decreases when the dose administered increase, ranging from 6 L/h (dose of 79 mg) to 2 L/h (dose of 1110 mg).  The duration of the infusion was estimated at 12 min.  The volume of distribution of the central compartment was 3 L and the volume of the peripheral compartment was 1.15 L.  The apparent inter-compartmental clearance was 0.137 L/h.  The between subjects variability on clearance and on volume was low.  Residual variability was moderate with a CV of 21%.

Due to the dose effect on clearance and the rapid elimination, simulations showed that sequential infusion with different input rate are necessary.  For doses of 5 mg/kg and 10 mg/kg BW, the sequence 80% of the dose over 5 minutes, 15% over 10 minutes and the remaining 5% over 10 minutes is the best scenario.  For lower doses, the sequence 70% in 5 min/ 20% in 10 min/ 10% in 10 min is preferable.

The only factor that determines the drug input profile is the dose level, since the elimination half-life decreases when the dose administered increases.  The use of the population PK model for simulations has shown that, at dose level of 5 mg/kg or more, a loading dose of 80% dose given over 5 minutes followed by 15% of dose during 10 minutes and remained dose to give over 10 minutes would result in a favourable PK profile, of course different other PK regimen may be adapted according to clinical needs.
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[1] EMF Consulting. Selection of dosing regimen with WST11 by Monte Carlo simulations, using PK data collected after single IV administration in healthy subjects and population PK modelling. Journal of Pharmaceutical Sciences; 2007- Accepted on 27 February 2007.
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Ivelina Gueorguieva Prospective application of a multivariate population optimal design to determine parent and metabolite pharmacokinetic sampling times in a Phase II study.

Ivelina Gueorguieva and Kimberley Jackson
Lilly Research Centre, Global PK/PD, Erl Wood Manor, Sunninghill Road, Windlesham, Surrey GU20 6PH
Objectives: A sparse pharmacokinetic strategy is often applied to studies in Phase II due to logistical and practical considerations in study implementation requiring that a minimum number of samples are taken per patient. It is imperative that enough samples are taken and that these samples are at optimal times. This will ensure the data collected are informative for identifying pharmacokinetic parameters in model development.

Methods:A number of statistical criteria for model oriented experiments, which maximize the information content of the data, are available. Criteria, based on the Fisher information matrix, whose inverse according to the Rao-Cramer inequality is the lower bound of the variance-covariance matrix of any unbiased estimator of the parameters, have previously been developed for population multivariate and univariate responses [1, 2]. We made use of a software program that was designed specifically to implement these methods [3]. 

Results: Based upon a previously-developed population pharmacokinetic model that allowed simultaneous estimation of parent and metabolite pharmacokinetic parameters, we explored a D-optimal design for a future study, where optimal, clinically-relevant sampling time points were estimated. To allow more flexibility in study conduct, we proposed a design consisting of clinically-relevant sampling windows based on the optimal time points.

Conclusions: This approach balanced the practical and logistical considerations of conducting the study and took into account factors such as the range of doses being studied, timing of samples during the day, potential for BQL concentrations, number of concurrent procedures, etc, against the best design for estimation of both the parent and the metabolite model parameters. This led to a final recommendation for the planned study to include four sampling windows.

References: 
[1] F. Mentré, A. Mallet and D. Baccar. Optimal design in random-effects regression models. Biometrika 84:429-442 (1997).
[2] I. Gueorguieva, L. Aarons, K. Jorga, T Rodgers, M Rowland, Optimal design for multivariate response pharmacokinetic models. J Pharmacokin. Pharmacodyn. (2006) 33(2): 97-124.
[3] Gueorguieva, I., Kayode Ogungbenro, Gordon Graham, Sophie Glatt and Leon Aarons. A program for individual and population optimal design for univariate and multivariate response pharmacokinetic-pharmacodynamic models. Computer Methods & Programs in Biomedicine. in press, COMM-2619, 2007.
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Patrick Johnson Optimal dose & sample-size selection for dose-response studies

P. Johnson (1), H. Dai (2), S. Neelakantan (2), T. Tensfeldt (2)
(1) Pfizer, Sandwich, U.K.; (2) Pfizer, Groton, U.S.
Objectives: In addition to demonstrating safety, one of the main aims of Phase 2 is to characterise dose-response.  When designing such studies, important design factors are dose-selection and sample size.  Prior information (pre-clinical and/or clinical) may permit the development of a model describing the dose-response expectation and uncertainty.  Theory and software for computing D-optimal design are available and, along with the model, aid in choice of dose and sample size selection.  In practice, some optimal solutions are unrealistic given the normal constraint of a limited number of dosing options.  Using a modified version of PFIM 1.2 [1], the aim of this presentation is to discuss an iterative approach to discriminate between possible dosing and sample size options and derive a final solution that is robust to model uncertainty.

Methods:  Motivated by an internal drug development project at Pfizer, an EMAX dose-response model with random effect on EMAX and normal additive error was assumed.   A grid of dosing options was created, derived from all permutations of 12 dosing strengths.  The efficiency (criterion of the Fisher information matrix) for each dosing option was estimated using a modified version of PFIM 1.2 [1].  The higher the criterion the more efficient the dosing option.  The influence of sample-size was investigated using the same approach with the parameters standard error as the measure for discrimination.  The influence of model uncertainty was considered using the same approach iteratively on sampled parameter estimates from the model (non-parametric bootstrap).  Details of which will be discussed during the presentation.

Results:  Dosing option 1, 2, 50 and 70 mg was recommended.  This was selected as it offered near optimal efficiency based on the model expectation and most robust to model uncertainty.  As expected, parameter standard errors decreased with increasing sample size.  This decrease tended to plateau at 50-55 subjects per group indicating little benefit of increased sample size.  This was confirmed by simulation and a sample size of 55 subjects per group was recommended.

Conclusion:  We have developed a practical tool to select the optimal dosing option from a range of possible dosing strengths and quickly investigate the influence of sample size.  The speed of this tool enables the influence of model uncertainty to be considered and ensure that the final solution is truly robust.

References:
[1] Retout & Mentré.  Optimisation of individual and population designs using Splus.  Journal of Pharmacokinetics and Pharmacodynamics, 2003, 30(6): 417-443.
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Marta Neve Population methods for dose escalation studies: an MCMC approach

A. Russu (1), M. Neve (2), G. De Nicolao (1), I. Poggesi (2), R. Gomeni (2)
(1) Dipartimento di Informatica e Sistemistica, Università di Pavia, Italy; (2) GlaxoSmithKline, CPK, Modelling & Simulation, Verona, Italy.
Objectives: In dose escalation studies decisions must be taken on the next doses to be administered based on safety and PK outcomes. Recently, there has been a growing interest in Bayesian methods for the sequential estimation of safety risk [1] and dose-exposure relationship [2, 3]. The approach proposed in [2], which relies on a standard linear mixed-effect model relating systemic exposure to dose levels after logarithmic transformation of the data, assumes a fixed dependence of interindividual variability on measurement noise and constrains all the individual curves to have the same slope on log-log scale. The aim of the present work is to develop a more general Bayesian method which overcomes these limitations.

Methods: The removal of the simplifying assumptions made in [2] hinders the closed-form derivation of the posterior distributions. Therefore, it was necessary to resort to a MCMC implementation of the estimation procedure using WinBUGS, which provides posterior distributions of the systemic exposures (Cmax, AUC) at new doses of both tested and untested subjects.

Results: The proposed approach was validated on both simulated and clinical data. Different datasets were simulated, changing both sample size and number of assessments/subject. The estimated dose-exposure relationships were compared with the true ones so as to assess how the experimental design affects the reliability of the estimates. Compared to [2], the MCMC approach provides a more realistic assessment of the estimation uncertainty. The clinical study considered was a single-blind, randomised, placebo-controlled design in 2 cohorts of 10 healthy male subjects to assess safety, tolerability and PK of single ascending doses of a new candidate drug. Subjects of both cohorts underwent 5 treatment sessions (placebo and 4 ascending doses). PK results of each treatment session were timely evaluated so as to avoid that individuals exceeded predefined limits, based on threshold values of Cmax and AUC.

Conclusions: The proposed method offers a flexible and general framework supplying an effective aid to the clinician. Future developments may regard its integration within a decision support system for sequential optimal dose selection.

References: 
[1] O'Quigley J, Pepe M, Fisher L (1990). Biometrics 46: 33-48.
[2] Whitehead J, Zhou Y, Patterson S, Webber D, Francis S (2001). Biostatistics 2: 47-61. 
[3] Berry DA, Müller P, Grieve AP, Smith M, Parke T, Blazek R et al. In Gatsonis C, Kass RE, Carlin B, Carriquiry A, Gelman A, Verdinelli I, West M (eds.), Case Studies in Bayesian Statistics V. New York: Springer-Verlag; 2001: 99-181.
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Kayode Ogungbenro Sample Size Calculations for Repeated Binary Population Pharmacodynamic Experiments

Kayode Ogungbenro and Leon Aarons
Centre for Applied Pharmacokinetics Research, 3School of Pharmacy and Pharmaceutical Sciences, The University of Manchester, Oxford Road, Manchester, M13 9PT, United Kingdom
Objectives: Repeated binary measurements have been analysed using mixed effects modelling techniques and there is no analytical method for calculating sample size for hypothesis testing.  The aim of this work was to develop an analytical method for sample size calculations for repeated binary measurements based on analysis by mixed effects modelling.

Methods: The method proposed by Rochon (1) for GLM based on analysis by GEE has been extended to repeated binary measurements under mixed effects modelling and using a logit transformation.  The method can be used for calculating the sample size required to detect a difference in a parameter between different groups, say placebo and drug.  Wald's test has been used for hypothesis testing.  Extensions to account for unequal allocation of subjects across groups and unbalanced sampling designs between and within groups have also been described.

Results: The method described has been used to calculate the sample size required to detect a difference in the slope parameter between two groups in a linear model for repeated binary measurements.  Equal and unequal sample sizes as well as balanced and unbalanced sampling designs were considered.  The results showed good agreement between nominal power and the power obtained by simulations in NONMEM.  The results also showed that for balanced sampling designs sample size increases with increased variability only on the slope parameter and for unbalanced sampling designs, sample size increases with increased variability on intercept and slope parameters.  The results also showed that designs that involve sampling based on an optimal design require a reduced sample size.

Conclusions: A fast and efficient method for calculating sample size for repeated binary population pharmacodynamic method has been described.  A carefully designed trial will produce an efficient trial and can help to reduce cost.

References: 
[1] J.Rochon. Application of GEE procedures for sample size calculations in repeated measures experiments. Stat.Med. 17:1643-1658 (1998).
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Marcella Petrone Model-based sequential human PET study design for Optimal PK/RO assessment

Marcella Petrone, Stefano Zamuner, Vincenzo Di Iorio and Roberto Gomeni
Clinical Pharmacokinetic Modelling and Simulation- GlaxoSmithKline
Objective: Positron emission tomography (PET) is a non invasive imaging techniques to investigate ligand-receptor binding in the living brain and to assess the plasma concentration/receptor occupancy (PK/RO) time course. Although information are available from preclinical species regarding distribution of receptors into target organ, affinity of labelled compound to receptor (kon/koff), a conspicuous level of uncertainty is present when translating these information from animal to human to allow the study design of a PET experiment to volunteers. 

The purpose of this work is to demonstrate the added value of an adaptive-optimal PK/RO study, with respect to traditional PET study design in which scans are mostly scheduled at the time of maximum plasma concentration and at 24 hours post dose.

Methods: A traditional PET study design consisted in 12-16 volunteers dosed at a maximum of 3 dose levels and PET scans recorded at approximately the time of Cmax and 24hours post dose. 
The model-based stepwise PET study design consisted of few sequential cohorts of 4 subjects each. The PET scan of the first cohort were scheduled based on optimal study design using information available on kon and koff estimates from preclinical RO studies and on population PK information derived from FTIH studies. 
A simulation approach was used to assess the advantage of adaptive design when human kon and koff are consistently different from the initial preclinical values.
In each subsequent simulated cohort an optimal design was applied based on information gathered from previous cohorts. PET scan times were adjusted at each step to allow the most informative assessment of PK/RO relationship. 
Optimisations for adaptive-optimal design PET study were obtained using WinPOPT® 1.1 software. Comparison between traditional and stepwise-optimal design were made on D-optimality criterion.

Results: Simulations show that a model-based stepwise-optimal approach to design a PET study is endowed with added value respect to traditional PET study design. The use of the proposed sequential model design increased the efficiency of the study for the PK/RO assessment especially when the human receptor kinetic model cannot be properly inferred from animal estimates.

Conclusion: Model-based sequential or stepwise-optimal study design allows a more rationale and data-driven decision making, especially in those studies were intensive sampling strategies are not allowed for operational or ethical reasons.
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Marc Pfister Optimal Sampling Design and Trial Simulation using POPT and NONMEM

Zexun Zhou, Marc Pfister, and Amit Roy
Bristol-Myers Squibb, Princeton, NJ 08807, USA
Objectives: The availability in recent years of optimal sampling design software for population analysis (PFIM_OPT and POPT) have enabled the wider application of optimal sampling methodology to the specification of sparse sampling designs. These software tools determine optimal sampling time-points by maximizing the determinant of the Population Fisher Information Matrix (D-optimal PFIM), and can also provide estimates of uncertainty in population parameters. However, these tools do not provide estimates of accuracy in population and individual parameters, and at present also do not account for interoccasion variability (IOV) and errors in recording sampling times.

Methods: The accuracy (bias) and uncertainty (standard error, SE) in population parameter estimates for an oral 2‑compartment model were examined for 5 constrained optimal sampling designs (modified for practicality), including 4 designs in which not all subjects had the same number of samples. The impact of IOV and sampling time recording errors were also examined. The bias and SE in population parameter estimates were determined by trial simulation (500 trials/design), followed by parameter estimation with NONMEM. The accuracy of individual parameter estimates (mean absolute error, MAE) was also determined for each of the 5 designs with NONMEM.

Results: The population parameters for all designs except interindividual variability of KA for designs with variable sampling times were estimated with small bias, and the  CL population parameters were more accurately estimated than the other parameters.  The standard error (SE) of the population parameter estimates determined by POPT were smaller than that calculated from NONMEM estimations, but the magnitude of the differences were generally small. MAEs in individual parameter estimates for the richly sampled subjects were approximately 5-10% smaller than the corresponding values for the sparsely sampled subjects.

Conclusions: POPT determined optimal designs generally resulted in accurately estimated population and individual parameters.  The estimates of precision provided by POPT were smaller than, but similar in magnitude to the precision determined with NONMEM for the oral 2‑compartment model. However, examination of the efficiency of a sampling design by simulation and estimation with NONMEM is recommended to confirm that the design is robust with respect to sample time recording errors and provides accurate individual parameter estimates, especially for designs that are not exactly optimal or balanced, and for the assessment of the individual parameters.

Reference: http://www.winpopt.com/files/POPT_Installation_and_User_Guide.pdf
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Sylvie Retout Population designs evaluation and optimisation in R: the PFIM function and its new features

S. Retout (1, 2), C. Bazzoli (1), E. Comets (1), H. Le Nagard (1), F. Mentré (1, 2)
(1) INSERM, U738, Paris, France ; Université Paris 7, Paris, France; (2) AP-HP, Hôpital Bichat, Paris, France;
Context: Population analyses often involve a limited sampling strategy in the data collection, mainly due to ethical or financial concerns. To decrease the risk of unreliable results in such limited samples studies, efforts have been devoted since a decade to the development of a methodology for population designs evaluation and optimisation based on the expression of the Fisher information matrix for nonlinear mixed effects models [1, 2]. In this context, we have proposed PFIM [3], a R function for population design evaluation and optimisation.  Recently we extended PFIM for multiple responses models.

Objectives: To describe the new features of PFIM and to present the new extension for multiple responses models

Methods / Results: We first give a review of the evolution of the releases of PFIM. The last release of PFIM includes the ability to deal with models defined by differential equations, the availability of Fedorov-Wynn algorithm for optimisation of design structure and a library of PK models. This library supports three types of administration (per os, infusion, bolus) with one or two compartment models after either single dose, multiple doses or steady state. We also describe the PFIM Interface 2.0 version which allows an easier use of PFIM through a graphical user interface. 

Then, we show the new extension of PFIM for the case of multiple responses models. Extension for those models covers the same features as for single models. First, it can handle either analytical models or differential equations systems. Regarding optimisation, it can be performed in continuous intervals of times with the Simplex algorithm or among a fix set of allowed sampling times with the Fedorov-Wynn algorithm. Last, for the multiple responses case, users can choose to optimise identical sampling times for all type of responses or different sampling times across responses.

We illustrate the new extension of PFIM and compare the different options using a real example which is the design for simultaneous population modelling of the time course of warfarin concentration and its effect on the prothrombin complex activity after single dose administration. 

PFIM, including its graphical user interface, is a freely available software [4].

References:
[1]. Mentré F, Mallet A, Baccar D. Optimal design in random-effects regression models. Biometrika, 1997; 84(2): 429-442.
[2]. Retout S, Mentré F, Bruno R. Fisher information matrix for non-linear mixed-effects models: evaluation and application for optimal design of enoxaparin population pharmacokinetics. Statistics in Medicine, 2002; 21(18): 2623-39.
[3]. Retout S, Mentré F. Optimisation of individual and population designs using Splus. Journal of Pharmacokinetics and Pharmacodynamics, 2003; 30(6): 417-443.
[4]. http://www.bichat.inserm.fr:80/equipes/Emi0357/download.html
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Anthe Zandvliet Phase I study design of indisulam: evaluation and optimization

Anthe S. Zandvliet (1), Jan H.M. Schellens (2,3), William Copalu (4), Jantien Wanders (4), Mats O. Karlsson (5), Jos H. Beijnen (1,2), Alwin D.R. Huitema (1)
1 Department of Pharmacy & Pharmacology, The Netherlands Cancer Institute/Slotervaart Hospital, Amsterdam, The Netherlands, 2 Department of Biomedical Analysis, Section of Drug Toxicology, Utrecht University, Utrecht, The Netherlands, 3 Department of Clinical Pharmacology, Division of Medical Oncology, The Netherlands Cancer Institute/Antoni van Leeuwenhoek Hospital, Amsterdam, The Netherlands, 4 Eisai Ltd., London, UK and 5 Department of Pharmaceutical Biosciences, Division of Pharmacokinetics and Drug Therapy, Uppsala University
Objectives: Phase I dose escalation studies were previously performed to define a safe dose of the anticancer drug indisulam. Multiple dosing regimens were evaluated in four parallel phase I studies. The dose limiting toxicity was neutropenia. We hypothesized that PK-PD data from an initial phase I study can be used to determine an optimal starting dose for subsequent studies. The aims of this analysis were 1) to retrospectively evaluate the phase I study design of indisulam, 2) to optimize this design and 3) to verify the advantages of the optimized design.

Methods: PK-PD models were developed for each phase I study separately. These models were subsequently used for trial simulation of the three other phase I studies to predict the recommended dose for each administration regimen. NONMEM V was used throughout the analysis. We took into account interpatient variability (random effects model) and parameter uncertainty (covariance matrix). The 5th percentile of the simulated recommended dose was considered as a safe starting dose for a clinical dose escalation study. We investigated the advantages of the optimized design regarding the total number of patients and the number of patients that was treated at a subtherapeutic dose level.

Results: For each phase I study, the structural pharmacokinetic model comprised 3 compartments, with saturable distribution and elimination.[1] Indisulam-induced myelosuppression was described by a semi-physiological model.[2,3] The neutropenic effect could be better assessed for 3-weekly dosing regimens than for a weekly regimen. Consequently, simulations from the weekly regimen were the least predictive. Predicted starting doses were between 25 and 104% of the clinically determined recommended dose and could therefore all be considered safe. The optimized study design required fewer patients for study completion (-17 to -29%). Using the optimized design, 21-31% of the patients could have been treated with a higher indisulam dose.

Conclusions: This study demonstrated that PK-PD modeling and simulation may assist in the optimization of phase I dose escalation studies of cytotoxic anticancer agents. Initial evaluation of one regimen, followed by model development, trial simulation and clinical evaluation of the other three regimens could have reduced the number of patients required for the phase I clinical program of indisulam. This strategy would also minimize treatment at subtherapeutic dose levels.

References: 
[1] Van Kesteren C et al. J Clin Oncol 2002; 20: 4065-73
[2] Friberg LE et al. J Clin Oncol 2002; 20: 4713-21
[3] Van Kesteren C et al. Invest New Drugs 2005; 23: 225-34
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Julie ANTIC Evaluation of Non Parametric Methods for population PK/PD

Antic, Julie (1,2) ; Chafaï, Djalil (1) ; Laffont, Céline (2) ; Concordet, Didier (1)
(1) UMR181 Physiopathologie et Toxicologie Expérimentales, INRA, ENVT, Toulouse, France ; (2) Servier Research Group, Courbevoie, France
Introduction: In population pharmacokinetics/pharmacodynamics (PK/PD), the normality of the population distribution is often assumed by standard parametric estimation methods (e.g. FO, FOCEI). This assumption is usually checked a posteriori using the Empirical Bayes Estimates (EBE). In that context, NONMEM VI proposes a non parametric option (NP-NONMEM) for estimation of the population distribution. The distribution estimate is discrete and uses EBE as support points. Savic [4] revealed that, when the distribution is not normal, NP-NONMEM estimate is closer to the true population distribution compared to FO or FOCEI. However, the statistical properties of this estimator need to be studied. In contrast, nonparametric maximum likelihood methods (NP-MLE) have well-known statistical properties [1]. Besides, when no constraint is imposed on the distribution, it has been shown [2] that likelihood reaches a maximum on a discrete distribution with at most as many support points as individuals in the sample. Since the 80's, several algorithms have been proposed to compute this distribution: nonparametric maximum likelihood (NPML) [3], nonparametric EM (NPEM) [4]. Their use is still limited mainly because of computational cost, while their practical performances are not well documented. Thus, the potential benefit of NP methods needs to be investigated.

Objectives: To compare different NP methods (NPML, NPEM, NP-NONMEM) with their usual parametric counterparts (NONMEM FO or FOCEI EBE histogram) for detecting departures from normality. We especially focused on the ability of these methods to detect bimodality. 

Methods: We performed simulations using a one compartment iv bolus model parameterised in terms of clearance and volume of distribution. Model was heteroscedastic. Different distributions of volume of distribution and clearance were simulated : log-normal, multimodal or heavy-tailed. For each population distribution, we considered several : (i)samples sizes from small (50 individuals) to larger (300), (ii)measurement design from sparse (1 observation per individual) to richer (3 observations per individual). Hundred different independent samples were simulated for each configuration. Each data set was analysed by standard parametric (FO, FOCEI) and nonparametric (NP-NONMEM, NP-MLE) methods. Different criteria were used to evaluate the performances of the tested methods : Kolmogorov Smirnov distance, Kurtosis and skewness indexes, Relative Estimation Error [6]... 

Results and discussion:  As expected, estimation accuracy rises with the sample size or the number of observations per individual for all methods investigated. With sparse data  (one single observation per individual), NP-MLE methods are closer than EBE ones to the true distribution with respect to Kolmogorov Smirnov distance. However, the benefit of NP-MLE methods is not showed by all criteria. Our preliminaries studies do not establish the supremacy of one of the methods in their ability to detect departures form normality.

References: 
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[2] Lindsay B. G., The geometry of mixture likelihoods: a general theory. The annals of statistics, 11(1):86-91, 1983.
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[4] Schumitzky A., Nonparametric EM algorithms for estimating prior distributions. Applied Mathematics and Computation, 45(2, partII) : 143-157, 1991.
[5] Davidian M. and Gallant A.R., The nonlinear mixed effect model with a smooth random density. Biometrika, 1993, 80, 475-488.
[6] Savic R., Kjellson M., Karslsson M., Evaluation of the nonparametric estimation method in NONMEM VI beta. PAGE meeting, 2006.
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Paul Baverel Evaluation Of The Nonparametric Estimation Method In NONMEM VI: Application To Real Data

Paul G Baverel, Radojka M Savic, Justin J Wilkins, Mats O Karlsson,
Division of Pharmacokinetics and Drug Therapy, Department of Pharmaceutical Biosciences, Faculty of Pharmacy, Uppsala University, Sweden
Background:   A nonparametric estimation method is available in NONMEM VI. A previous study indicated that this new feature showed promising properties when analyzing simulated data in that the nonparametric distribution of the parameter estimates matched the true distribution used in simulation.[1] However, experience with real data sets is so far limited. 

Objectives: The aim of this study was to evaluate the predictive performance of the nonparametric estimation method in comparison with standard parametric methods when applied to real data sets.

Methods: Four methods for estimating model parameters and parameter distributions (FO, FOCE, nonparametric preceded by FO (NONP-FO) and nonparametric preceded by FOCE (NONP-FOCE)) were compared for 30 models previously developed using real data and the FO or FOCE methods in NONMEM. These 30 models included 21 PK (one-, two-, and three-compartment models) and 9 PD models (e.g. direct inhibitory Emax models, indirect effect models). A brief description of the data sets is given as follow: range of number of subjects from 8 to 1274 and average observations per subject were from 2 to 45. Numerical predictive checks (NPCs) were used to test the appropriateness of each model.[2] Up to 1000 new datasets were simulated from each model and with each estimation method and used to construct 95% and 50% prediction intervals (PIs). The percentages of outliers (expected values being 5% and 50% for the 95% and 50% PIs, respectively) were obtained, as well as the ratio of points above to below the median. In order to appreciate the predictive performance of each method, the mean absolute error (MAE, %) and the mean error (ME, %) were computed as indicators of imprecision and bias and compared using statistical t-tests.

Results: With both FO and FOCE, there was a tendency to simulate more variability than observed which was not the case with NONP-FO and NONP-FOCE. Overall, less imprecision and less bias were observed with nonparametric than parametric methods. Furthermore, the t-tests performed revealed that the imprecision related to the ratio of points above / below the medians was significantly lower (p<0.05) with nonparametric methods than with parametric ones. Regarding the PIs percentages of outliers, NONP-FOCE displayed significantly less imprecision than FOCE at 50%PI but not at 95%PI. For FO, no significant difference was found in this aspect but NONP-FO showed significantly less bias than FO at 95%PI. 

Conclusions: When applied to real data sets and evaluated using a predictive check, the nonparametric estimation methods in NONMEM VI performed better than the corresponding parametric methods (FO or FOCE) with less imprecision and less bias for the majority of the outcomes investigated in this study.

References: 
[1] Savic RM, Kjellsson M, Karlsson MO. Evaluation of the nonparametric estimation method in NONMEM VI beta PAGE 15 (2006) Abstr 937 [www.page-meeting.org/?abstract=937]
[2] Wilkins JJ, Karlsson MO, Jonsson EN. Patterns and power for the visual predictive check. PAGE 15 (2006) Abstr 1029 [www.page-meeting.org/?abstract=1029]
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Massimo Cella Scaling for function: a model-based approach to dosing recommendation for abacavir in HIV-infected children.

Massimo Cella(1), Gijs Santen(1), Meindert Danhof(1), Oscar Della Pasqua(1,2)
(1)Division of Pharmacology, LACDR, Leiden University, Leiden, The Netherlands, (2)Clinical Pharmacology & Discovery Medicine, GlaxoSmithKline, Greenford, UK
Introduction: The use of pharmacokinetic-pharmacodynamic (PKPD) modelling has proven to be a powerful tool in clinical dose finding in adults. However, empiricism seems to rule the rationale for dose selection and adjustment even in cases where the concentration-effect relationship is known to be similar in adult and in children. A bridging strategy based on integrated pharmacokinetic modelling could provide better dosing recommendation for the paediatric indication.

Objectives: The aim of the current investigation was to show the suitability of combining prior information from dense pharmacokinetic sampling in adults with data sparse sampling in paediatric studies. The approach has been tested using abacavir, an antiviral used in the treatment of HIV infection.

Methods: The pharmacokinetics of abacavir was evaluated using nonlinear mixed-effects modelling in NONMEM v5. Using pharmacokinetic data in adults as prior for the fitting procedure, a sensitivity analysis based on a series of simulation scenarios was performed to explore the impact of sampling frequency and group size on the estimation of pharmacokinetic parameters in children. For each scenario, a reference cohort of 200 adults with data from serial sampling was simulated and combined with sparse data from a hypothetical adaptive design study in which 5, 10 or 20 children were included, each with limited data from sparse sampling. Population mean values and confidence intervals were estimated for clearance, volume of distribution and absorption rate constant. In children, the parameter point estimate was assumed to deviate from adults across a range that varied from -100% to +300%. 

Results: Based on a one-compartment model with first order absorption and no covariate effect of weight on clearance, differences in the paediatric subpopulation as low as 10% can be identified if study cohort includes 20 children, each with 5 samples. The threshold for detecting differences between children and adult increases to approximately 15%, if the cohort is reduced to 5 or 10 children. Sample size does not seem to affect parameter estimation. The relative errors associated with clearance, volume of distribution and absorption rate constant were less than 5%, 7% and 3%, respectively in the worst case scenario.  

Conclusions: Our results show that pharmacokinetic parameter distribution can be accurately estimated for a new population by integrated data analysis. Modelling of abacavir data confirmed our findings in the sensitivity analysis. Subsequent evaluation of the method is currently ongoing and includes bootstrapping and refitting of the data. The method seems to provide a feasible alternative to the evaluation of pharmacokinetics in children in early drug development.
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Emmanuelle Comets Normalised prediction distribution errors in R: the npde library

Emmanuelle Comets (1), Karl Brendel (2) and France Mentré (1,3)
(1) INSERM U738, Paris, France; Université Paris 7, UFR de Médecine, Paris, France (2) Institut de recherches internationales Servier, Courbevoie, France (3) AP-HP, Hôpital Bichat, UF de Biostatistiques, Paris, France
Model evaluation is an important part of model building. Prediction discrepancies (pd), have been proposed by Mentré and Escolano [1] to evaluate nonlinear mixed effect models. Brendel et al [2] developed an improved version of this metric, termed normalised prediction distribution errors (npde), taking into account repeated observations within one subject. In the present poster, we present a set of routines to compute npde. 

Model evaluation consists in assessing whether a given model M (composed of a structural model and parameter estimates) adequately predicts a validation dataset V. V can be the original dataset used to build model M (internal validation) or a separate dataset (external validation). The null hypothesis H0 is that the data in V can be described by model M. The pd for a given observation is defined as the percentile of this observation within the marginal predictive distribution under H0 . Prediction distribution errors are computed in a similar way after correcting for the correlation induced by repeated observations. The predictive distribution itself is approximated by Monte-Carlo simulations: K datasets are simulated under the null hypothesis (model M and corresponding parameters) using the design of V. 

The program requires as input a file with the validation dataset V and a file containing the K simulated datasets stacked one after the other. Simulations should be performed beforehand (using for instance NONMEM). The program then computes the npde. Optionally, pd can be computed instead or in addition, which is less time-consuming but leads to type-I error inflation especially as the number of observations per subject increases. Graphical diagnostics are plotted to evaluate model adequacy. Tests can be performed to compare the distribution of the npde relative to the expected standard normal distribution. 

The code is available as a library for the open-source statistical environment R [3]. The package contains an example of model building followed by model evaluation using npde. The control file used to perform the necessary simulations is also included. 

References: 
[1] F. Mentré and S. Escolano. Prediction discrepancies for the evaluation of nonlinear mixed-effects models. J Pharmacokinet Biopharm 33:345-​67 (2006). 
[2] K. Brendel, E. Comets, C. Laffont, C. Laveille, and F. Mentré. Metrics for external model evaluation with an application to the population pharmacokinetics of gliclazide. Pharm Res 23:2036-​49 (2006). 
[3] R Development Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria (2006).
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Douglas J. Eleveld Is the expected performance of a target-controlled-infusion system influenced by the population analysis method

D J Eleveld (1), J K G Wietasch (2), J H Proost (1), S Guzy(3), A Hoeft (4)
(1) Research Group for Experimental Anesthesiology and Clinical Pharmacology , Department of Anesthesiology, University Medical Center Groningen, The Netherlands; (2) Department of Anesthesiology, University Medical Center Groningen, The Netherlands; (3) POP-PHARM; XOMA; (4) Department of Anesthesiology and Intensive Care medicine, University of Bonn, Germany;
Objectives: Target controlled infusion (TCI) uses a pharmacokinetic (PK) model to estimate drug infusion rates required to rapidly achieve a desired drug concentration.  

Objectives: Target controlled infusion (TCI) uses a pharmacokinetic (PK) model to estimate drug infusion rates required to rapidly achieve a desired drug concentration.  Currently available TCI systems allow the user to determine the PK model used for drug concentration predictions and the model chosen is often the typical value of a population analysis.  A number of population analysis methods are available and, given the same data, each method results in different estimated population typical values.  Our objective was to determine whether NONMEM [1], MCPEM[2] or ITSB[3] population analysis methods provided a PK model best suited for use in a TCI system.

Methods: We measured propofol concentrations in 56 patients undergoing cardiac surgery where sufentanil was used as an analgesic and estimated 3-compartment population PK models using NONMEM, MCPEM and ITSB methods.  We estimated the performance of a TCI system based on population typical values in simulation with Monte-Carlo methods with the Median (Absolute) Performance Error (MdPE, MdAPE).  We also tested previously published propofol PK parameter sets. 

Results: Small differences in TCI system MdPE values were found between the methods but the MdAPE values were very similar.  On average, population typical values from NONMEM, MCPEM and ITSB analysis methods provided essentially equal TCI system performance error.

Conclusions: We conclude that population typical values from NONMEM, MCPEM or ITSB are equally suited for use in TCI systems.

References: 
[1] Sheiner LB, Ludden TM. Population pharmacokinetics/dynamics. Ann. Rev. Pharmacol. Toxicol 1992;  32:185-209
[2]Bauer RJ, Guzy S. Monte Carlo Parametric Expectation Maximization (MCPEM) Method for Analyzing Population Pharmacokinetic/ Pharmacodynamic (PK/PD) Data. In: D.Z. D'Argenio, ed. Advanced Methods of Pharmacokinetic and Pharmacodynamics Systems Analysis, Vol.3. Boston: Kluwer Academic Publishers (2004),pp 135-163
[3]Proost JH, Eleveld DJ. Performance of an Iterative Two-Stage Bayesian Technique for Population Pharmacokinetic Analysis of Rich Data Sets. Pharmaceutical Research 2006; 23: 2748-59
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Carlos Fernandez-Teruel Simulations of bioequivalence trials using physiological-pharmacokinetic models with saturable and non-saturable hepatic clearance

Fernandez-Teruel Carlos (1), Gonzalez-Alvarez Isabel (2), Navarro-Fontestad Carmen (2), Nalda-Molina Ricardo (3), Garcia-Arieta Alfredo (4), Bermejo-Sanz Marival (2), Casabo-Alos Vicente (2).
(1) Intervalence Biokinetics, Spain. (2) Department of Pharmacy and Pharmaceutics, Faculty of Pharmacy, University of Valencia, Spain. (3) Pharmacy and Pharmaceutics Division, Faculty of Pharmacy, Miguel Hernández University, Spain. (4) Pharmacokinetics service. Spanish Agency for Medicines and Health Care Products
Objectives: The analyte to be evaluated in bioequivalence trials is still today a controversial issue. The objective of this work is to use computer simulation approach to solve gaps in regulatory guidances regarding bioavailability (BA) and bioequivalence assessment (BE), especially in drugs undergoing a saturable metabolic clearance. Finally, the conclusions of the present work can lead to new recommendations for analyte selection in the BE trials..

Methods: Simulated BE studies were performed using NONMEM. A semi-physiological model was used, including dissolution compartment, operative absorption time and hepatic first-pass effect with saturable and non-saturable metabolism. Parent drug and metabolite were simulated for both reference and test. 

Inter-occasion and inter-individual variability were included for some of the parameter, and intra-individual variability for the plasma concentration of both parent drug and plasma concentration.

To simulate non-bioequivalent formulations, different scenarios were performed by varying the values of dissolution constant in lumen, the absorption rate, the saturation of hepatic metabolism or combinations of all.

On top of that, the hepatic clearance and its inter-individual variability were also varied to detect any dependency in the selection of the best analyte (parent drug or metabolite).

Results: Results of all simulations will be presented as percentage of success for the metabolite and the parent drug. The scenarios will be split into 2 groups for establishing the truly bioequivalence between reference and test. 

Conclusions: Finally, either metabolite or parent drug would be selected depending on the results of the simulation.

 

Poster: Methodology- Model evaluation



Leonid Gibiansky Precision of Parameter Estimates: Covariance Step ($COV) versus Bootstrap Procedure

Leonid Gibiansky
Metrum Research Group LLC, Tariffville, CT, USA
Objectives: To compare parameter estimates (PE), standard errors (SE) and 95% confidence intervals (CI) on PE obtained by bootstrap procedure and NONMEM $COV step.

Methods: Investigation included 13 pharmacokinetic and pharmacodynamic models identified on real datasets: 5 linear compartmental and 5 Emax models, 1 proportional odds, 1 time-to-event, and 1 Poisson model for count data. Overall, the models included 126 THETA parameters, 31 OMEGA parameters and 9 SIGMA parameters. First, NONMEM V was used to fit the models using either First Order Conditional Estimation method with eta-epsilon Interaction (FOCEI) or LAPLACIAN method with LIKELIHOOD option. All models converged and provided PE, SE, and eigenvalues of the correlation matrix (EV). Separate runs with MATRIX=S and R options were used to compute SE and EV and compare them with SE and EV obtained by the default option. Then, 1000 bootstrap datasets stratified by covariates of interest were created for each model, and PE were obtained for each of these datasets. Results (irrespectively of convergence) were used to obtain 95%CI on PE. Medians and standard deviations of bootstrap parameter distributions were treated as bootstrap PE and SE. Correlation matrix of the bootstrap PE was estimated, and it's eigenvalues computed for each model. Finally, results of $COV step and bootstrap procedures (PE, SE, CI and EV) for all models together were compared visually and by computing correlation coefficients. 

Results: Results indicate surprisingly good agreement of PE, SE, CI and EV obtained by the two procedures: correlation coefficients exceeded 0.98. Correlation coefficients for CI normalized by PE exceeded 0.83 for all but two models. Agreement was even better for the well-estimated parameters (those with relative standard error RSE=100*SE/PE not exceeding 20%). Contrary to the expectations, agreement of the results for variance parameters was similar to those for THETA parameters. For SIGMA parameters, nearly perfect agreement was observed. 

Conclusions: In the variety of examples with different PK and PD models, NONMEM FOCEI and LAPLACE estimation methods in conjunction with the default option of the $COV step provided excellent approximation of the estimation precision. This applies not only to the model parameters but also to variances of the intersubject variability and the residual error. Nearly perfect agreement with bootstrap results was observed for the well-estimated parameters with RSE < 20%. MATRIX=S or R options also provided good approximation of the estimation precision.

References: Similar problems were discussed in Dartois C, et al. Evaluation of Uncertainty Parameters Estimated by Different Population PK Software and Methods. J Pharmacokinet Pharmacodyn. Jan 2007.
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Céline LAFFONT Evaluation of model of Heart Rate during Exercise Tolerance Test with missing at random dropouts

Lemenuel-Diot A., Laffont C.M. , Jochemsen R., Foos-Gilbert E.
Servier Research Group, Courbevoie, France
Introduction: Exercise Tolerance Tests (ETT) are commonly used in clinical trials to assess the effect of heart rate (HR) lowering agents during effort. These tests consist of bicycle or treadmill exercise, increasing effort intensity at successive steps (workload). Usually, for safety and ethical reasons, each subject can stop the exercise at his own convenience. Therefore missing data due to dropout can be generated, especially when high values of heart rate are reached, and may lead to a possible misinterpretation in model evaluation.

Purpose: To illustrate that simple model evaluation can be misleading when missing at random dropout occurs, and to propose two approaches that take into account dropout in order to correctly evaluate the model.

Method: HR data were obtained following ETT with bicycle performed in twelve healthy male volunteers before treatment administration. During ETT, the workload was increased every 3 minutes from 50 to 180 watts. Subjects who stopped the exercise before reaching 180 watts were considered as dropout. HR was measured at rest and every minute during ETT. The relationship between HR and workload during ETT was first modelled using the available data. Goodness-of-fit (GOF) plots and visual predictive checks (VPC) were performed for model evaluation. Assuming that data were Missing At Random (MAR) (i.e. missing data are predictable based on previous individual observations), dropout was then considered in the model evaluation using two different approaches. In a first approach, VPC and GOF were performed again after imputing missing HR data with individual predictions obtained with the previous model. In a second approach, a dropout model was developed using the estimated individual parameters (under constraint that the risk for dropout at the beginning of ETT is null) and model evaluation (VPC) was performed using this new model by simulating a probability of dropout at each workload for each subject among the replicates. All these analyses were performed using NONMEM V. In both approaches, the HR model was not re-estimated.

Results: Six subjects out of twelve dropped out before reaching 180 watts. The increase of HR during ETT was found to be linearly related to the workload. However, simple GOF plots and VPC showed that HR was overpredicted at high workload values, wrongly suggesting a misspecification of the structural model. When missing HR were imputed with the individual predictions of the model (approach 1), VPC and GOF were satisfactory and no misspecification of the model was observed. Further estimation of the dropout model (approach 2) provided VPC fully consistent with the observed HR.

Conclusion: Two different approaches were used to take into account dropout for evaluation of the HR model during ETT. Approach 1 did not require to model dropout and is a very simple way to evaluate a model when MAR dropout occurs. Approach 2 required the development of a dropout model, which was specific of ETT. If dropout had been not MAR, approach 2 would have been more appropriate than approach 1. In our example involving MAR dropout, both approaches allowed us to properly evaluate the estimated model of HR without treatment. Then, by adding the HR measured after treatment administration, treatment effect would be better characterized.
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Mathilde Marchand Population PKPD modelling of biomarkers ANP and big ET-1 for two neutral endopeptidase inhibitors

M. Marchand (1), E. Fuseau (1), A.C. Heatherington (2), S. Sultana (2), P. R. Hidi (2), M. Boucher (2), P. Ellis (2), S.W. Martin (2)
(1) EMF Consulting, Aix-en-Provence, France ; (2) Pfizer Ltd, Sandwich, UK
Background/aims: Pfizer Ltd is exploring treatments for female sexual dysfunction (FSD) via novel mechanisms. Neutral endopeptidase (NEP) inhibitors may have utility in the treatment of FSD by improving vaginal blood flow and lubrication. Two NEP inhibitors UK-447,841 and UK-505,749 have undergone pharmacological evaluation to assess their effect on plasma big endothelin (Big ET-1) and atrial natriuretic peptide (ANP) levels. The objectives were to select a reliable soluble biomarker for the two NEP inhibitors, to build a suitable PKPD model to assist with dose selection in subsequent efficacy studies and to understand the translation from in vitro models to clinical biomarkers.

Methods: Healthy subjects (N = 57) received oral doses of placebo or UK-447,841 in a single escalating dose cross-over study (3 to 800 mg) or in a multiple dose parallel group study (100 to 800 mg). Healthy subjects (N = 27) received single escalating oral doses of placebo or UK-505,749 in a cross-over design (0.1 - 540 mg). Pharmacokinetic (PK) and pharmacodynamic (PD) (Big ET-1 and ANP) samples were collected during the 3 studies. Population PK and PKPD analyses were carried out using NONMEM, V. Age, sex, weight and baseline biomarker concentration were considered as covariates for PK and PKPD parameters. Model evaluation was performed using visual performance predictive checks.

Results: PK properties were similar for both molecules. For both molecules, a dose response was evident in concentration-time profiles for Big ET-1 and ANP, respectively. Biomarker response versus drug concentration plots revealed hysteresis. Initially, separate PKPD models (effect compartment) for Big ET-1 and ANP were fitted to the data simultaneously for both molecules. UK-505,749 showed 10-fold greater potency than UK-447,841 for both biomarkers. Dependency of ANP baseline on Big ET-1 baseline values was established leading to the development of a combined Big ET-1/ANP indirect response model. Relationships between biomarkers were assessed; the age effect on both ANP production and Emax was estimated.

Conclusions: Big ET-1 has ideal characteristics of a soluble biomarker: it demonstrates dose-concentration-response, time-linearity and reproducibility of effect with similar Emax for two NEP inhibitors; ANP was a reasonable biomarker. PKPD analysis confirms prior knowledge about the relationship between the selected biomarkers of NEP activity and the effect of age on ANP activity.
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Michael Neely Impact of Lopinavir Limit of Quantification (LOQ)-Censored Data Replacement on Population Pharmacokinetic (PK) Plasma and Saliva Modeling in HIV-Infected Children

Michael Neely (1), Natella Rakhmanina (2), John Van Den Anker (2), Steven Soldin (2), Mike Van Guilder (1), Alan Schumitzky (1), Roger Jelliffe (1)
(1) University of Southern California, Los Angeles; (2) National Children’s Medical Center, Washington DC
Objectives: Numerous methods have been proposed to replace LOQ-censored drug concentrations.[1] We quantified the effect of 4 on a PK model of lopinavir (LPV) in plasma and saliva in HIV-infected children.

Methods: Analyses were performed on data from 23 HIV-infected children. LPV concentrations were available from blood and saliva obtained immediately before a witnessed LPV dose, and then 0.5, 1, 4, 8 and 12 hours post-dose. The LPV assay had a validated LOQ of 10 ng/mL.[2] Coefficients of variation at concentrations of 10, 100, and 500 ng/mL were reported as 1.8 to 5.2%. Data were fitted using the USC*PACK NPAG software to a 2 compartment model (VC, VP) with linear parameters, including absorption (KA) after a lag time (Tlag), elimination (KEL), and inter-compartmental exchange (KCP, KPC). Because the dosing history was unreliable, initial conditions in each compartment were set to the first trough concentration. Four sets of patient data were used, identical save for replacement of LOQ with either: 1) 0.5*LOQ (5); 2) 0; 3) omit; or 4) random number 0-10. USC*PACK was used to model a polynomial fitted to the assay calibration concentrations and their associated standard deviations (SD), and two additional points at 0 and 5 ng/mL, each with an SD of 3. All measured or random concentrations, including 0, were weighted by the reciprocal of the calculated SD2 at that concentration

Results:
Mean parameter estimates:

	Method
	TLAG
	KA
	KEL
	KCP
	VC
	KPC
	VP

	0.5*LOQ
	2.07
	3.32
	0.06
	34.06
	68.10
	1.28
	1093.91

	0
	1.91
	2.43
	0.06
	25.57
	60.69
	0.53
	1055.99

	Omit
	1.99
	2.49
	0.21
	25.43
	60.71
	0.59
	895.02

	Random
	1.81
	2.47
	0.22
	21.38
	57.68
	1.82
	951.61


Log-likelihood:

	0.5
	0
	Omit
	Random

	-360.285
	-328.363
	-303.349
	-290.189


Regression line of predicted vs. observed:

	
	0.5
	0
	Omit
	Random

	
	Plasma
	Saliva
	P
	S
	P
	S
	P
	S

	R-squared
	0.967
	0.114
	0.975
	0.067
	0.977
	0.103
	0.981
	0.147

	Intercept
	0.252
	0.101
	0.135
	0.121
	0.226
	0.135
	0.242
	0.104

	Slope
	0.969
	0.473
	0.980
	0.259
	0.974
	0.434
	0.992
	0.507


Conclusions: All four methods resulted in similar parameter estimates and predicted vs. observed LPV concentrations in plasma, less so in saliva. Substitution of random concentrations performed the best for both compartments, particularly saliva. The population parameter estimates from the Random method were 2.8 x 1030, 3.8 x 1016 and 5.2 x 105 times as likely as the 0.5, 0 and Omit methods, respectively. Since model likelihood is strongly dependent on method of LOQ replacement, LOQ censoring should be abolished in favor of reporting all concentrations and SDs, even 0.

References:
[1] Beal SL. Ways to fit a PK model with some data below the quantification limit. J Pharmacokinet Pharmacodyn. 2001; 28(5):481-504.
[2] Volosov A, Alexander C, Ting L, Soldin SJ. Simple rapid method for quantification of antiretrovirals by liquid chromatography-tandem mass-spectrometry. Clin Biochem. 2002; 35(2):99-103.
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Erik Olofsen The performance of model selection criteria in the absence of a fixed-dimensional correct model

Olofsen, E
Department of Anesthesiology, Leiden University Medical Center, The Netherlands
Objectives: Akaike's information-theoretic criterion (AIC) for model discrimination is often stated to "overfit", i.e., it selects models with a higher dimension than the dimension of the model that generated the data. However, when no fixed-dimensional correct model exists, for example for pharmacokinetic data, AIC (or its bias-corrected version AICc) might be the selection criterion of choice if the objective is to minimize prediction error [1,2]. The present simulation study was designed to assess the behavior of AIC and other criteria under this type of model misspecification, for various sample sizes and measurement noise levels. 

Methods: Data y(j) = 1/t(j) were simulated at M sampling times t(j) in the range (0.1,10), contaminated by measurement noise with constant relative error variance. A power function was chosen because it often fits pharmacokinetic data well, and it can be approximated by a sum of exponentials [3]. M rate constants were taken as k(j) = 1/t(j), and N of those were chosen by forward selection; the coefficients of the exponential series were determined using weighted linear regression with weights w(j) = t2(j). When N = M, an exact fit is possible; when N is large, the "measurement noise is being modeled" so that the prediction error variance increases. The selection criteria evaluated were: AIC, AICc, BIC, likelihood ratio tests with P

Results: At small noise levels, all criteria selected models with a smaller dimension than those that minimized prediction error. With higher noise levels and sample sizes these discrepancies diminished. Models selected by AIC were usually the closest to those that minimized prediction error. At small sample sizes, the AICc usually performed worse than AIC. Models selected by the likelihood ratio tests were usually too small. 

Conclusions: Under the circumstances of the present simulation study, AIC performed well, and no worse than competing selection criteria. The fact that all criteria performed badly at small noise levels is most likely related to violations of assumptions underlying the derivation of the criteria, such as uncorrelated residuals. 

References: 
[1] Shao, J, An asymptotic theory for linear model selection, Statist Sin, 7:221, 1997 
[2] Burnham KP, and Anderson, DR, Multimodel inference: understanding AIC and BIC in model selection, Sociol Meth Res, 33:261, 2004 
[3] Norwich, KH, Noncompartmental models of whole-body clearance of tracers: a review, Ann Biomed Eng, 25:421, 1997 
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Klas Petersson Semiparametric distributions with estimated shape parameters: Implementation and Evaluation

K. Petersson, E. Hanze, R.M. Savic, M.O. Karlsson
Div. of Pharmacokinetics and Drug Therapy, Dept of Pharmaceutical Biosciences, Faculty of Pharmacy, Uppsala University, Sweden
Introduction: In parametric population analysis interindividual random effects are assumed to be normally distributed and PK and PD parameters a fixed, often exponential, transformation of this distribution. It is possible to also estimate parameters that relates to the shape of the transformed distribution [1], but this has not become common practise, possibly because of implementation difficulties of the previously suggested transformation functions. We therefore investigate two transformations that can be easily implemented 

Objectives: The aims of this work were: (i) to evaluate if such transformations can improve model fit; (ii) to assess the actual significance level for inclusion of these transformations into the models [2] and (iii) to investigate simulation properties of the models after transformation inclusion.

Methods: The analysis was done using NONMEM VI. Two transformations were evaluated, the Box-Cox and the Logit transformation which are mathematical formulas with one and two parameters respectively. These parameters were estimated simultaneously from the data along with other parameters as fixed effects (thetas) in NONMEM. The transformations were applied to parameter distributions (etas) in 27 already existing PK and PD models, both to a single parameter and to multiple parameters within the same model. Monte Carlo simulation studies were performed to assess cut-off values for statistical significance for both transformations. Simulation properties were studied through numerical predictive checks [3].

Results: New transformations significantly improved the model fit in 14  models out of 27 with drops in OFV ranging from 4 to 239. The cut-off values (i.e. drop in OFV) for significant inclusion of the Logit and Box-Cox transformations were 7 and 4 (p=0.05). Thus nominal and actual significance levels agree.  Improved models with significant transformations included showed similar simulation properties as the original models.

Conclusions: A novel method for parameter distribution estimation is introduced, which allows for estimation of flexible semi-parametric shapes. Transformations are easy to implement and powerful to detect deviations from normality, thus model fit may be improved.  

References: 
[1] Davidian M., Gallant R. A. Smooth Nonparametric Maximum Likelihood Estimation for Population Pharmacokinetics, with Application to Quinidine. J Pharmacokinet Biopharm 1992; 20(5):529-56
[2] Wahlby U, Jonsson EN, Karlsson MO. Assessment of actual significance levels for covariate effects in NONMEM. J Pharmacokinet Pharmacodyn. 2001 Jun;28(3):231-52.
[3] Wilkins J, Karlsson MO, Jonsson EN Patterns and power for the visual predictive check. PAGE 15 (2006) Abstr 1029 [www.page-meeting.org/?abstract=1029] 
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MAHESH SAMTANI PK/PD Model of Pegylated Thrombopoietin Mimetic Peptide in Healthy Subjects: Comparison of Verification Procedures for Assessing Model Predictability.

Mahesh N. Samtani, Juan Jose Perez-Ruixo, Kathryn Brown, Dirk Cerneus, Christopher Molloy
Johnson & Johnson Pharmaceutical Research & Development, Beerse, Belgium; Raritan, NJ; Spring House, PA; and High Wycombe, UK.
Objective: To model the pharmacokinetics (PK) and pharmacodynamics (PD) of a pegylated thrombopoietin mimetic peptide (PEG-TPOm) in healthy subjects and to compare verification procedures for assessing model predictability.

Methods: 30 healthy subjects were randomized to receive single intravenous doses (0.375, 0.75, 1.5, 2.25 or 3 ug/kg) of PEG-TPOm. Plasma concentrations and platelet counts were analyzed using a target mediated drug disposition model and a precursor pool life span system. To verify the precision, stability, and predictability of the models, the final parameter estimates were subjected to internal model verification. The verification consisted of a non-parametric bootstrap [1], a visual predictive check [2], and posterior predictive assessment [3]. The visual predictive check assesses the influence of variability in parameters while the posterior check adds another level of complexity by incorporating the uncertainty in parameter estimates. Posterior predictive check was performed using parameter uncertainty and variability, which were incorporated using 1000 different values of fixed and random effect parameters that were randomly sampled from the bootstrap replicates. Visual predictive check was also performed using the original parameter estimates. The 5th, 50th and 95th percentiles were calculated from the simulated profiles for posterior and visual predictive checks. The prediction intervals were super-imposed on the raw data to allow assessment of model predictability. 

Results: The terminal PK half-life ranged between 18-36 hours and the volume of distribution (5 L) suggested that PEG-TPOm was primarily restricted to the blood compartment. The estimated equilibrium dissociation constant (154 pM) indicated that PEG-TPOm has high affinity for TPO receptors. The megakaryocyte production rate displayed a maximal stimulatory increase of 52% and 22% receptor occupancy was necessary to achieve half maximal stimulatory effect. The increase in platelet counts was observed after a delay of 4 days and maximum platelets counts were achieved on day 9, which is reflective of the megakaryocyte and platelet life spans. 

Non-parametric bootstrap analysis was used to validate the model parameter estimates. The original estimates were similar to the median value obtained from the bootstrap analysis and fell within the 90% confidence interval. An overlay of the observed data, the visual predictive check, and the posterior predictive results confirmed that the models are able to capture the majority of PK/PD observations, which fell within the 90% prediction intervals. The results of the visual and posterior predictive checks were in very close agreement with one another. The concordance of the two verification procedures indicated that model uncertainty does not significantly affect model predictability.

Conclusion: A suitable mechanistic model was validated for describing the complex PK/PD of PEG-TPOm in humans, including target-mediated disposition, platelet stimulation and mean life spans of thrombopoietic cell populations. The two model verification procedures involving posterior and visual predictive checks gave similar results indicating that for this PK/PD dataset both methods are suitable for model validation since the predictions are primarily driven by inter-individual variability.

References:
[1] Parke J, Holford NH, Charles BG. A procedure for generating bootstrap samples for the validation of nonlinear mixed-effects population models. Comput Methods Programs Biomed. 1999; 59:19-29.
[2] Holford N. The Visual Predictive Check - Superiority to Standard Diagnostic (Rorschach) Plots. 14th meeting of the Population Approach Group in Europe; 2005 Jun 16-17; Pamplona. Available from URL: http://www.page-meeting.org/default.asp?abstract=738 [Accessed 2007 March 13].
[3] Yano Y, Beal SL, Sheiner LB. Evaluating pharmacokinetic/pharmacodynamic models using the posterior predictive check. J Pharmacokinet Pharmacodyn. 2001; 28:171-92.
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Johan Areberg Simultaneous Population Pharmacokinetic Modelling of Parent Compound and Metabolite in Plasma and Urine for a New Drug Candidate

J. Areberg, L.E. Broksø Kyhl
Dep. Clinical Pharmacology & PK, H. Lundbeck A/S, Denmark
Objectives: To construct a model that could describe the population pharmacokinetics of a potential drug candidate. Since the major metabolite apparently peaked earlier than the parent compound for many of the subjects, special attention was on the absorption of the parent compound and the metabolite. 

Methods: Rich plasma concentration profiles for parent compound and the major metabolite for a new drug candidate from 113 healthy subjects (77 men, 36 women, age range [18,77]) were available. In addition, the amount of the parent compound and the major metabolite had been measured in urine for 67 of the 113 subjects. Population pharmacokinetic modelling was performed by means of non-linear mixed effect methods using the software NONMEM, version VI (Globomax). Plasma and urine data for both parent compound and metabolite were modelled simultaneously using own defined differential equations in NONMEM (ADVAN6 TRANS1).

Results: The final model consisted of 8 compartments: gastrointestinal for parent compound (1,dosing compartment), gastrointestinal for metabolite (2), central (3,5) and peripheral (4,6) for both parent compound and metabolite and urine for both parent compound (7) and metabolite (8). All transfers were described with first-order processes. A transfer directly from the gastrointestinal compartment for the parent compound to the gastrointestinal compartment for the metabolite was essential to be included in order to describe earlier plasma peaks for the metabolite. Inter-subject variability was modelled with exponential terms while a proportional error model was used for plasma data and a combined additive and proportional error model was used for urine data. 

Conclusion: A model was created that adequately describe the population pharmacokinetics of the parent compound and the major metabolite for a new drug candidate. The model indicates that the parent compound undergoes gastrointestinal metabolism, which can explain the observation that the major metabolite in many cases apparently peaks before the parent compound
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Martin Bergstrand A comparison of methods for handling of data below the limit of quantification in NONMEM VI

Martin Bergstrand, Elodie Plan, Maria Kjellsson, Mats O Karlsson
Department of Pharmaceutical Biosciences, Uppsala University, Uppsala, Sweden
Introduction: Common approaches for handling of concentration measurements reported as below the limit of quantification (BLQ), such as discharging the information or substitution with the limit of quantification (LOQ) divided by two, have been shown to introduce bias to parameter estimates [1-3]. In 2001, Stuart Beal published an overview of ways to fit a PK model in the presence of BLQ data [3]. New functionalities in NONMEM VI allow for simplified implementation of some methods presented in the publication. The method referred to as M2 applies conditional likelihood estimation to the observations above LOQ and the likelihood for the data being above LOQ are maximized with respect to the model parameters. This approach can be implemented in NONMEM VI by utilization of the YLO functionality [4]. By simultaneous modeling of continuous and categorical data where the BLQ data are treated as categorical, the likelihood for BLQ data to be indeed BLQ can be maximized with respect to the model parameters. The indicator variable F_FLAG can be used to facilitate this approach in NONMEM VI [4]. This suggested method differs from the one referred to as M3 in the sense that the likelihood is only estimated for BLQ data as opposed to all data.

Methods: One hundred simulated population PK data sets, originally provided for comparison of estimation methods in nonlinear mixed effects modeling (PAGE 2005) [5], were analysed with 5 different methods for handling of BLQ data. The simulated datasets was based on a one-compartment model with first order absorption and first order elimination. A second set with 100 data sets was simulated according to a two-compartment intravenous bolus model. The five methods for handling of BLQ data was used; (A) BLQ data omitted  (B) First BLQ observation substituted with LOQ/2 (C) YLO functionality (D) F_FLAG functionality (E) Maximum likelihood estimation for all data (M3) [3].

Results and Discussion: The over all best performance was seen with method (D). Also method (E) and to some extent (C) showed favorable accuracy for the estimated population parameters and IIV compared to method (A). Method (C) and (E) did however result in several (13-52%) non-successful minimizations, primarily due to rounding error termination. Though parameter estimates following non-successful terminations did not seem to be systematically different. Substitution with LOQ/2 (B) was in one case shown to introduce bias compared to omitting BLQ data.

References: 
[1] Hing, J.P., et al., Analysis of toxicokinetic data using NONMEM: impact of quantification limit and replacement strategies for censored data. J Pharmacokinet Pharmacodyn, 2001. 28(5): p. 465-79.
[2] Duval, V. and M.O. Karlsson, Impact of omission or replacement of data below the limit of quantification on parameter estimates in a two-compartment model. Pharm Res, 2002. 19(12): p. 1835-40.
[3] Beal, S.L., Ways to fit a PK model with some data below the quantification limit. J Pharmacokinet Pharmacodyn, 2001. 28(5): p. 481-504.
[4] Boeckmann A. J., B.S.L.a.S.L.B., NONMEM Users Guide PartVIII. 1996-2006, NONMEM Project Group,: San Francisco.
[5] Girard P., Mentré F. A comparison of estimation methods in nonlinear mixed effects models using a blind analysis. PAGE 14 (2005) Abstr 834 [www.page-meeting.org/?abstract=834].
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Robert Bies An MCPEM approach to understanding inter-animal and inter-treatment changes with in vivo striatal dopamine clearance in rats.

Robert R. Bies1, Serge Guzy2, Joshua Sokoloski3, Laura Drewencki3, and Amy K. Wagner3.
1.Department of Pharmaceutical Sciences and Psychiatry, University of Pittsburgh, Pittsburgh, PA, USA
Objective: To capture the between animal, between occasion and between treatment differences in striatal dopamine clearance kinetics using a nonlinear mixed effects approach. 

Methods: Striatal dopamine (DA) concentration versus time profiles were measured using fast scan cyclic voltammetry and a stimulated release paradigm in naïve rats and rats subjected to experimental traumatic brain injury (TBI). Three stimulus responses (occasions), reported as DA concentration versus time, were collected both before and after treatment with either saline (vehicle) or 5mg/kg methylphenidate (MPH). Pdx-MCPEM was used to evaluate the DA clearance profiles for each stimulus response using a Vmax and Km (saturable) model parameterization with 200 EM evaluations and between 3,000 and 30,000 vectors in the likelihood space for each assessment. 

Results: The system was best described using both between animal and inter-occasion variability to obtain the Vmax and the Km values reflective of DA clearance after evoked release (>300 objective function value point reduction). 

Conclusions: A between animal and within animal (between occasion) structure best described differences across this experimental design using two induced conditions and three different treatments. Specific deviations from this structure will guide the implementation of the structure of covariate relationships with treatment and injury status. 
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sophie callies Modelling pharmacokinetic and pharmacodynamic properties of second generation antisense-oligonucleotides (ASOs).

Callies Sophie, Andre Valerie, Vick Andrew-Mark, Graff Jeremy, Patel Bharvin, Brail Leslie, Lahn Michael
Eli Lilly and Company
Acknowledgement: Richard Geary, Rosie Yu (ISIS pharmaceuticals, Inc) 

Introduction: One example of targeted therapy is the development of ASOs against a variety of mRNA coding for proteins involved in the pathogenesis of various diseases. By inhibiting the expression of the proteins, ASOs treatment may stop or slow down the disease process. 

Objectives: A platform based plasma-tissue PK model was developed for three ASOs (A, B & C). This model was used to select the dose regimen for ASOs B & C.

Material and modelling strategy: NONMEM version V was used to model the data. A six compartments PK model with elimination from the distribution compartments was fitted to ASO PK data. Four compartments corresponded to plasma, liver, kidney and lung and two empirical compartments were included for the remaining tissues. Finally the pharmacodynamic parameters derived from preclinical in vivo and in vitro target inhibition data were used in the PK/PD model which link ASO tissue exposure to mRNA and protein concentration using two consecutive indirect response models. ASOs A was in phase I clinical development, and ASO B and C were between candidate selection and clinical development.

Results: The PK model adequately fitted ASO C monkey and human PK data. This model built using ASO A was predictive of ASO B and C preclinical and clinical PK and confirmed that allometric scaling per body weight is appropriate for ASOs (coefficient 0.922 and 1.19 for clearance and volume, respectively). ASOs are rapidly distributed into tissues following intravenous administration with the distribution half-lives of approximately 30-60 minutes and 2-3 h accounting for approximately 45%, 46% of the plasma exposure, respectively. The plasma clearance varies from 2 to 5 L/h. Following tissue distribution ASOs are cleared (metabolism via endo-exonucleases), with a long half- life in tissue matching the terminal elimination half-life in the plasma (about 20 days accounting for 9 % of plasma AUC). The total tissue clearance and tissue volume of distribution were high (approximately 150 L/h and 65000 L). From the preclinical target inhibition data, ASOs A and B IC50 in tissue and the target mRNAs and protein half-lives were determined. 

Conclusion: This model supported the dosing in the clinic for ASOs: a loading dose over three days followed by maintenance weekly dosing regimen in order to achieve and maintain relevant tissue concentration. The PK/PD allowed simulating target down inhibition following dosing regimen and help predict the biological effective dose range. 
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Didier Concordet How to estimate population variance matrices with a Prescribed Pattern of Zeros?

Didier Concordet, Djalil Chafaï
UMR181 Physiopathologie et Toxicologie Expérimentales, INRA, ENVT, Toulouse France
Background: One of the main goal of population PK/PD studies is to describe the population distribution by observation of concentrations. In parametric models, this distribution is often assumed Gaussian up to a monotone transformation. In many real situations, kineticists knowledge of the drug mechanism imposes some independence pattern on the individual parameters. This simply means that the variance matrix contains a prescribed pattern of zeros (PPZ). Estimation of such matrices is problematic due to the positive definiteness constraint in the optimization. Pinheiro and Bates [1] studied different parameterizations that ensure the definite positiveness of the estimate. In particular they suggested the usage of a Cholesky like parameterization. Unfortunately, except for the case where the variance matrix is block diagonal matrix (up to coordinates permutation), Cholesky like parameterizations do not preserve the structure of the PPZ and are thus useless. Another common method is to estimate the variance matrix in two steps. First, estimation is performed without any constraint, then zeros are plugged according to the PPZ into the estimate provided by the first step. Unfortunately, by "forcing the zeros" by this way, nothing guarantees that the obtained estimate is still a positive matrix, and even when it is positive definite, it is not the maximum likelihood in general. Recently, the Iterative Conditional Fitting (ICF) method has been proposed to deal with the analysis of graphical models [2]. We propose a method that couples ICF and EM algorithm. It enables to reach the maximum likelihood estimator of the population variance matrix whatever the PPZ.

Method: The ICF method is mainly based on the specific properties of the Schur complement of a matrix. The Schur complement appears naturally in the distribution of the conditional distribution of a Gaussian vector with respect to another Gaussian vector. Writing the EM contrast using these properties leads to a standard least-squares problem that has to be solved at each EM iteration. For homoscedastic models, the least-squares problem is quadratic with respect to the components of variance to be estimated. This nice property is lost when considering heteroscedastic models.

Results:  Simulations were performed with a four parameters sigmoid model that contains a PPZ to compare the statistical properties of the zeros forced and the proposed estimators. If both estimators are consistent, the EM+ICF estimator has smaller bias and variance that the zero forced estimator. Surprisingly, the mean population estimate was better (smaller bias and variance) when the variance was estimated with EM+ICF suggesting that the mean and variance estimations are heavily dependent. This sheds light on approaches, like the zero forced method, that relies on estimating the full variance matrix first and modify it by forcing the PPZ: since all the non zeros entries are estimated under the assumption that the variance matrix has no zeros, they could be poorly estimated. This is consistent with the results obtained by Ye and Pan [3] that conclude, in another context, that misspecification of the working variance structure may lead to a large loss of efficiency of the estimators of the mean parameters.

Conclusion: In the framework of parametric nonlinear mixed-effects models, the method we propose enables estimation of population variance matrices with PPZ. Simulations suggest that the EM+ICF estimator reaches efficiency where traditional methods fail. However, this optimality result is only valid when the pattern of zeros is a priori known. Finding a reasonable pattern of zeros is another problem that could be addressed using multiple likelihood ratio-tests that fully needs an EM+ICF method to be performed.

References:
[1] Pinheiro JC and Bates DM. Unconstrained Parametrizations for Variance-Covariance Matrices, Statistics and Computing, 6 (1996), 289-296.
[2] Chaudhuri S, Drton M and Richardson TS. Estimation of a covariance matrix with zeros. Biometrika, 94(2007),199-216.
[3] Ye H and Pan J. Modelling of covariance structures in generalised estimating equations for longitudinal data. Biometrika, 93(2006),927--=941.
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Carine CREPIN Elimination of anti-epileptic compounds in Marseille aquatic environment from private hospital effluent - modelling versus measurements

C.Crepin(1), E.Fuseau(1), M.Portugal(2), D.Humilier(2)
(1) EMF consulting, Aix en Provence (2) Hôpital Henri Gastaut, Marseille,
Introduction: European directives require that residues of drug found in the aquatic environment should be taken account for a new drug application submission. [1]. 
A lot of anti-epileptic drugs (AED) are used to reduce the number of seizures in patients (children, adolescents and adults) with epilepsy.  The metabolism of each AED is influenced by concurrent anti-epileptic medication.  Carbamazepine, second generation of AED was recognised as a compound that is not affected by conventional sewage treatment and that is also highly persistent in the aquatic environment. [2]  

Objectives: The objectives are to predict the load of two AEDs (valproate (VAL) and carbamazepine (CAR)), originating from hospital in Marseille in the sewer system and the receiving sewage treatment plants (STPs) using AED PK excretion model and to compare these results with actual measurements of AED concentrations collected from the hospital effluents and from general Marseille sewage.  

Methods: The population used is a database including the number of patients treated in the Henri Gastaut hospital in Marseille during one year.  Only patients (children, adolescents, adults) receiving carbamazepine and /or valproate are considered.  
Using the relevant population PK models and the exposed population, Monte Carlo simulations of exposure and excretion are performed with NONMEM.  Concentrations of AEDs in the hospital effluents will be extrapolated over one year and compared to actual measurements in Henri Gastaut hospital.  

References: 
[1] EMEA/CHMP/SWP/4447/00, Guideline on the environmental risk assessment of medicinal products for human use (2006)
[2] Thomas Heberer, Dirk Feldmann, Contribution of effluents from hospitals and private households to the total loads of diclofenac and carbamazepine in municipal sewage effluents-modelling versus measurements, Journal of hazardous Materials 122 (2005) 211-218
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Mike Dunlavey Next-Generation Modeling Language

Mike Dunlavey
Pharsight Corp.
Objectives: Develop new language-based tools for modeling and simulation.

Methods: A new modeling language has been developed by Pharsight and is currently being tested together with model function evaluation, NLME estimation, and trial simulation algorithms.  It is designed to be a fairly easy transition from NONMEM®, but have a more modern structure and provide direct language support for expressing models with multiple responses, multiple administration routes, non-Gaussian responses (categorical, time-to-event, and counting-process), gaussian responses with quantification limits, and differential equations.  Arbitrary variable names for fixed and random effects and free-form syntax are used.  A full set of simulation and table-generation capabilities is also supported.  The language is designed to make it easy to incorporate fitted models into subsequent trial design simulations, as well as to facilitate covariate selection and optimization procedures.

Supported NLME algorithms include FO, FOCE, Laplacian, and a sophisticated nonparametric method based on modern primal-dual optimization methods.  The model function evaluation algorithm for models expressed with differential equations can automatically recognize systems for which matrix exponentiation is appropriate.  All NLME algorithms have been parallelized using MPI for multiprocessor execution of single jobs.

The syntax is designed so that it can be used stand-alone or in concert with scripts in the S-PLUS® language.

Results: Example code will be displayed.
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Iñaki F. Trocóniz Modelling Overdispersion and Markovian Features in Count Data

Iñaki F. Trocóniz (1), Raymond Miller (2), Mats O. Karlsson (3)
1) Department of Pharmacy and Pharmaceutical Technology, School of Pharmacy; University of Navarra; Pamplona; Spain; (2) Pfizer Global Research and Development, Ann Arbor, MI 48108, USA; (3) Division of Pharmacokinetics and Drug Therapy, Department of Pharmaceutical Biosciences, Uppsala University, Uppsala, Uppsala, Sweden
Background: The number of counts (events) per unit of time is a discrete response variable that is generally analyzed with the Poisson distribution (PS) model.[1] The PS model makes two assumptions: the mean number of counts (lambda) is equal to the variance of the data, and the number of counts occurring in non-overlapping intervals of time are assumed independent. However, many counting outcomes show greater variability than that predicted by the PS model, a phenomenon called overdispersion.[2] Moreover we are currently realizing that an increasing number of pharmacodynamic variables show a certain degree of interdependency between neighbouring measurements, a feature that has been modelled incorporating Markovian elements.[3]
Objectives: To implement and explore, in the population context, different distribution models accounting for the overdispersion and Markovian patterns in the analysis of count data. 

Methods: Daily seizure count data obtained from 551 subjects during the 12 weeks screening phase of a double-blind, placebo-controlled, parallel-group multicenter study performed in epileptic patients with medically refractory partial seizures, were used in the current investigation. 

The following distribution models were fitted to the data to account for overdispersion:[2] (1) the Zero Inflated Poisson (ZIP), (2) the Inverse Binomial (INB), (3) the Zero Inflated Inverse Binomial, (ZINB), and (4) mixture models. The Markovian patterns were introduced estimating different lambdass and overdispersion parameters depending on whether the previous day was a seizure or non-seizure day. All analyses were performed with NONMEN VI. 

Results: All were successfully implemented in NONMEM and all overdispersed models improved the fit in respect to the PS model. The INB model resulted in the best model fit to the data providing a minimum value of the objective function 7275 points lower than the PS model for six extra parameters. Including Markovian patterns in l and in the overdispersion parameter improved the fit significantly (P<0.0001). The typical population estimates of lambda if the previous day was a seizure or a non-seizure day were 0.53 and 0.32, respectively. For the case of the overdispersion parameter the values were 0.15, and 0.58, respectively. 

Conclusions: The ZIP, INB, ZINB and mixture models were all capable of dealing with the overdispersion in count data and allowed the flexible incorporation of Markovian elements. They provide, in addition to the mean number of counts, additional possibilities to test placebo/drug/disease progression effects such as the degree of overdispersion, and transition probabilities. 

References:
[1] Miller R, Frame B, Corrigan BW, Burger P, Bockbrader H, Garofolo H, Lalonde R. Exposure-response analysis of pregabalin add-on treatment of patients with refractory partial seizures. Clinical Pharmacology & Therapeutics 73: 491-505 (2003)
[2] Slymen DJ, Ayala GX, Arredondo EM, Elder JP. A demostration of modeling count data with an application to physical activity. Epidemiologic Perspectives & Innovations 3: 1-9 (2006)
[3] Karlsson MO, Schoemaker RC, Kemp B, Cohen AF, van Gerven JMA, Tuk B, Peck CC, Danhof M. A pharmacodynamic Markov mixed-effects model for the effect of temazepan on sleep. Clinical Pharmacology & Therapeutics: 68
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Clare Gaynor An assessment of prediction accuracy of two IVIVC modelling methodologies.

Clare Gaynor (1), Adrian Dunne (1) and John Davis (2)
(1) UCD School of Mathematical Sciences, University College Dublin, Belfield, Dublin 4, Ireland (2) Clinical Pharmacology, Pfizer Global Research and Development, Sandwich, England
Introduction: In Vitro - In Vivo Correlation (IVIVC) models are extensively used in the drug development process. The accuracy with which In Vitro observations can be used to predict an In Vivo response is paramount and may depend on the choice of method used to develop such a model. Two approaches to developing these models are predominantly used: a traditional deconvolution-based method and an alternative convolution-based technique. In spite of the fact that there are are a number of areas of concern regarding the deconvolution-based methods [1], they are routinely used. The convolution-based alternative [2],which does not suffer from the same weaknesses is, however, relatively rarely employed. It has previously been shown [3] that, where an IVIVC relationship does exist, a deconvolution-based method is more likely than a convolution-based procedure to fail the FDA validation test [4] (32% and 0.1% failure rates respectively). The aim of this study is to supplement these results by further investigating the performance of both a deconvolution and a convolution based method and quantifying any difference in accuracy of prediction. 

Methods: In Vitro and In Vivo (extended release and reference) data were simulated for four formulations of a drug according to a model which incorporated an IVIVC relationship. Each subject's reference data was analysed separately using the ADVAN2 subroutine provided in the NONMEM software developed by Beal and Sheiner [3]. The dataset was then analysed twice to produce two predicted plasma concentration-time profiles. First the CoDe deconvolution method proposed by Hovorka et al [6, 7] was implemented. This was followed by the convolution based technique - a modified version of that reported by O'Hara et al [2] which implemented a custom written PRED subroutine for NONMEM. Each method's predictions were used to calculate the peak plasma concentration value and area under the plasma concentration curve for each formulation and were compared to the values calculated from the simulated data to calculate percentage prediction errors. 

Results and Conclusions: The convolution method produces an IVIVC model that comfortably meets the FDA criteria. The deconvolution based method not only fails to produce a satisfactory model but the shape of the predicted plasma concentration curves do not match the data. Together with previously reported results [3], these findings provide further support for the use of the convolution based approach. 
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[2] O'Hara T., Hayes S., Davis J., Devane J., Smart T. and Dunne A. (2001) In Vivo-In Vitro Correlation (IVIVC) Modeling Incorporating a Convolution Step. Journal of Pharmacokinetics and Pharmacodynamics, 28, 277-298.
[3] Gaynor, C. Dunne, A.and Davis, J. (2006) Comparison of conventional In Vitro - In Vivo Correlation methodology with non-linear mixed effects modelling. PAGE 15 2006 Abstr 953 [www.page-meeting.org/?abstract=953] 
[4] Food and Drug Administration (1997) Guidance for Industry: Extended Release Oral Dosage Forms: Development, Evaluation, and Application of In Vitro/In Vivo Correlations.
[5] S.L. Beal and L. B. Sheiner. NONMEM User's Guides, NONMEM Project Group, University of California, San Francisco, 1992. 
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Ihab Girgis Interactive Graphical Visualization Tool for Safety Data Screening

Ihab G. Girgis, Vivek Viswanathan, Partha Nandy, and Surya Mohanty
Johnson & Johnson Pharmaceutical Research & Development
During the drug development process, extensive patient safety data are collected through clinical trials. Additional safety data are obtained through post-marketing Adverse Event reporting.  Exploring and providing pharmacovigilance assessments using such massive data sets is always a challenge.  We have developed an interactive graphical visualization tool using S-PLUS to explore safety data (adverse events, vital signs, ECG, liver functions, and different laboratory tests). This tool allows us to link safety data to the population demographics in order to provide a flexible, quick, and effective means to detect and assess any potential safety signals and monitor any drug-related adverse reactions in a sub-population. This new screening capability is developed in-house using S-PLUS Graphlets, and Trellis graphics and provides a powerful web-browsing visualization interface for population and subject-level data screening and evaluation. These tools could easily be enhanced to aid in Exploratory Data Analysis (EDA) prior to model building.  Extension of these features to goodness-of-fit plots and other diagnostic graphics generated to evaluate NONMEM models will be highly desirable. The new tool will enable detection of outlier patients and their attributes more readily, thus assisting the modeler in understanding various sources of variability. 
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Ihab Girgis Parallel Bayesian Methodology for Population Analysis

Ihab G. Girgis, Tom Schaible, Partha Nandy, Filip De Ridder, Jeffrey Mathers, and Surya Mohanty
Johnson & Johnson Pharmaceutical Research & Development
Introduction: Present processors are fast and powerful to run most of the statistical computations within reasonable CPU time. However, when using sophisticated models and large datasets some simulations may require days to compute. Parallel computing could be a very efficient approach to test and compute different scenarios and explore diverse suite of physiological and statistical models in robust and time efficient way. Nevertheless implementing parallel computation is not trivial.


Objectives: The aim of this work is to present a novel computational tool to expedite population pharmacokinetics analysis (PK) and perform modeling and simulation using fully parallel Bayesian approach through Markov chain Monte Carlo (MCMC) technique. This tool can be applied to perform population pharmacodynamics (PD) and population PK/PD analysis as well. The proposed computational capability could be efficiently used for executing parallel analysis, such as, model building and selection, covariates searching, convergence testing, and initial-value independence check, as shown in Figures 1 and 2.

Since Bayesian computation could be subdivided into components that would be done independently, this tool provides a unique opportunity for executing a single model in parallel on large number of independent processors and then collect and merge each processor's statistical output to obtain the final model estimates, as shown in Figure 3.

This tool uses WinBUGS to fit a wide range of complex differential and closed-form models with a high degree of flexibility capable of handling multiple levels of uncertainty (variability), missing data, and time discontinuities.


Methods: A web application, GridBUGS, was built and tested to execute WinBUGS 1.4[1], with the WBDiff addon[2], on Johnson & Johnson's grid[3], which enables using hundreds of high-end dedicated machines, with processing power that exceeds 1200 Gflops.

The web interface was built using a Java based client framework that provides a rich graphical user interface. The interface provides many useful utilities for submitting Bayesian models with multiple input files such as script generation, input editing, automatic input checking, execution concurrency, and chain randomization. Additionally, it provides tools for monitoring and retrieving submitted models, such as customizable downloads, early result retrieval, and auto-refreshing tables. We illustrate the implementation of this tool by analyzing a PK dataset and comparing the results with the estimates obtained through the NONMEM software.
 
Study Case and Results: A PK dataset was simulated using three-compartment closed form model with infusion input for different doses. A log-normal error model was assumed and both inter-individual and intra-individual variabilities were considered. Differential equations describing the three-compartment model were then used to fit the above data using both GridBUGS and NONMEM (FO method). A very good agreement was observed between the two results.


Conclusions: GridBUGS is a useful tool for model development that provides researchers with vast flexibility to expedite, explore and subsequently incorporate diverse statistical objectives in model building. This web-based application could be implemented both in parallel and serial methodologies to execute both differential and closed-form models. Although, expediting the computation is dependent on many factors, such as, nature of the model, size of the dataset, number of burn-in iterations, and number of the required iterations for convergence, for the present study case, an exponential reduction in run time was achieved as number of nodes increases. As shown in Figure 11, the optimum number of nodes (processors) for our study case was between three to six processors. Using three processes has resulted in 64% reduction in run time while using six processors resulted in 78% reduction. The asymptote value of run time reduction is around 80%.
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Thaddeus Grasela The Application of Systematic Analysis for Identifying and Addressing the Needs of the Pharmacometric Process

Thaddeus Grasela, PharmD, PhD
Cognigen Corporation
The current implementation of a pharmacometric process has, in most cases, grown from the ad hoc application of modeling and simulation activities to the drug-development process. This ad hoc implementation gives rise to a number of serious deficiencies that currently obstruct the optimal performance and application of pharmacometrics. The accelerating shift from empirical to model-based development strategies - and the growing reliance on modeling and simulation in decision-making will require the successful transformation of the pharmacometrics enterprise to a critical path service sufficiently provisioned to operate at the requisite level of efficiency, effectiveness, and reliability. We propose to use enterprise engineering methods and techniques to perform a systematic analysis of the current pharmacometrics operating environment in order to address critical unmet systematic, informatic and processual needs of the pharmacometric process.

Objectives: To describe a process for performing forensic analyses of the challenges arising during modeling and simulation activities 

To formalize the pharmacometric process so that it can function at the requisite level of efficiency, effectiveness and reliability to support model-based development

Methods: Ongoing forensic analyses of pharmacometric project team communications and work products during the performance of modeling and simulation activities will be performed. Specific programming instructions, such as the requirements for a NONMEM® analysis-ready dataset or instructions for a graphical display, coupled with team communications to resolve uncertainties and unanticipated complexities, along with subsequent deliverables will be used to develop a catalogue of the problems that arise. The nature of the gap between what was intended in the initial instructions and what was eventually defined via team communications to resolve uncertainties will be characterized and documented. The underlying entities and relationships that must be invoked for rigorous requirements definitions will be identified. 

Results: 
Requirements definitions will serve as a basis for a series of interrelated enterprise definition efforts, including:

· Refining the informatic elements required to fully inform programming efforts, 

· Providing feedback to upstream processes to improve deliverable effectiveness, 

· Informing subsequent pharmacometric enterprise design efforts, 

· Defining content and direction for training needs, and 

· Developing productivity tools.

Conclusions: By identifying and addressing the specific needs of the pharmacometrics process the systematic analyses, and accompanying training programs, will directly impact the pharmacometric enterprise in three ways. First, they will improve the productivity, quality, and cost attributes of the existing pharmacometric process. Second, these initiatives lay the groundwork for developing improved governance and operational management strategies for the pharmacometrics enterprise. Third, they will point the way for the development of an idealized blueprint for a model-based drug devleopment enterprise.

References:
[1] Grasela TH, Fiedler-Kelly J, Cirincione BB, Hitchcock D, Reitz KE, Sardella S et al. Informatics and the future of pharmacometric analysis. AAPS J . 2007. http://www.aapsj.org/view.asp?art=aapsj0901008
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Serge Guzy Combining interoccasion variability and mixture within a MCPEM framework

Serge Guzy
XOMA
Objectives: We have developed a practical parametric implementation of the expectation-maximization (EM) methodology which accurately evaluates point estimates of population parameters from pharmacokinetic (PK)/Pharmacodynamic (PD) data without linearizing the expectation step [1].  The basic methodology intended to estimate only Population means, variances and measurement noise.  Real clinical data require often considering that the underlying population distribution is a mixture of N distributions. In addition, it is common to have some model parameters within an individual changing from occasion to occasion (inter-occasion variability). We built a new practical algorithm that allows easily handling both mixture and inter-occasion variability simultaneously. The method has been implemented within the PDx-MC-PEM program.

Methods: Suppose a data set consisting of m individuals. We assume the underlying population being a mixture of N distributions. In addition, we assume the model parameters varying from occasion to occasion (k occasions). The first step consists in duplicating the original data set N times. The expanding data set has now m.N individuals.  Individual 1, m+1 ,2m+1,...(N-1)m are indeed duplicates but will be associated with distribution1,2,...N; respectively. Another expansion occurs to handle inter-occasion variability, but now with respect to the model parameters. Indeed, k random effects are added to each model parameter assumed to exhibit inter-occasion variability.

The basic MCPEM algorithm is then performed on the expanded dimensional space and results in an update of both the mixture proportions, inter-occasion variance-covariance matrix and between subject population variance-covariance matrix. The same algorithm is repeated with the new updates until no change in the population characteristics occur. 

Results: 100 data sets with 100 patients each were simulated assuming the one compartment IV model. A mixture of two distributions and inter-occasion on clearance (2 occasions) were assumed. The 100 data sets were then fit automatically using the pdX-MC-PEM program. Population means and variances , inter-occasion variance and estimated proportions were tabulated for each of the 100 data sets. Summary statistics indicated no significant bias for all estimated parameters and precision of the same order of magnitude as without mixture.

Conclusions: A new practical way of combining mixture and inter-occasion has been proposed and tentatively validated by use of simulation. The idea was to expand both the data set for handling the population mixture and the parameter space to take into account inter-occasion variability. This allowed the estimation of both mixture characteristics and inter-occasion variability, using only a slight modification of the MCPEM basic algorithm.

References:
[1]: Robert J. Bauer and Serge Guzy. Monte Carlo Parametric Expectation Maximization (MCPEM) Method for Analyzing Population Pharmacokinetic/ Pharmacodynamic (PK/PD) Data. In: D.Z. D'Argenio, ed. Advanced Methods of Pharmacokinetic and Pharmacodynamics Systems Analysis, Vol.3. Boston: Kluwer Academic Publishers (2004),pp 135-163.
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Emilie HENIN Estimation of patient compliance from pharmacokinetic samples

Emilie Hénin (1,2), Véronique Trillet-Lenoir (1,2,3), Olivier Colomban (1,2), Michel Tod (1,2), Pascal Girard (1,2)
(1) Université de Lyon, Lyon, F-69003, France ; (2) Université Lyon 1, EA3738, CTO, Faculté de Médecine Lyon-Sud, Oullins, F-69600, France ; (3) Service d’Oncologie Médicale, Centre Hospitalier Lyon-Sud, Hospices Civils de Lyon, F-69310, Pierre-Bénite, France
Objectives: Nowadays, more and more oral anticancer chemotherapies are developed either for cytotoxic or new targeted drugs. But this relatively new route of administration in oncology drives to new problems in treatment management and particularly to non-compliance, i.e. the deviance of the actual way patients take their treatment with the prescription. Several methods to measure compliance exist (pill count, patient interview, electronic monitoring ...) but there is no gold standard. Previous studies[1,2,3] aimed to estimate compliance from serum drug level. The objective of present study is to develop a methodology allowing the estimation of patient compliance defined as the immediate sequence of doses preceding the dosing interval where a blood PK sample has been taken (correct amount of drug taken or not - intake times supposed known). The method is firstly evaluated in silico. In the future, it will be applied to OCTO Phase IV study that measures the impact of non-compliance on efficacy and toxicity in cancer patients.

Methods: The idea is to estimate compliance according to a single PK concentration value measured on one dosing interval at steady state and sparse samples taken after first dose. The sparse sample after first dose are requested in order to provide the individual PK parameter estimates from which patient predictive profile will be estimated and compared to the steady state PK concentration using different metrics. In order to be able to estimate compliance using those limited data, several assumptions were to be made, that could be released later on: (i) times of all drug intakes are supposed to be known exactly; (ii) prescribed doses are assumed to be taken or not ("all-or-nothing" approach); (iii) only the previous n doses to a PK observation can be assessed, n being dependant on the half-life of the drug and our method sensitivity; (iv) there is no inter-occasion variability; (v) individual PK profiles can be derived from POSTHOC parameters estimated using sparse data sampled after first dose.
In order to decide which dose among the n previous doses taken before the SS PK sample, 2n different compliance profiles of dose taken/not taken have to be considered. The observed concentration value assumed to be taken at SS is compared to the concentration distribution predicted from in each compliance profile. Several metrics were considered for this comparison: (1) the Euclidean distance between the observed PK and the predicted ones simulated without residual errors. The compliance profile minimizing this metric is the one that is retained for the patient; (2) ratio of the density function at the observed value and at the predicted concentration. This metric had to be close to 1; (3) probability to observe a concentration value between the observed one and the predicted one. This metric had to be minimal (close to 0).

In silico evaluation: Gieschke et al.[4] proposed a population PK model of capecitabine (Xeloda®, Roche) and metabolites. Concentrations of FBAL (α-fluoro-β-alanine - capecitabine metabolite with the longest plasmatic half-life) were simulated according to Gieschke's cascade model. FBAL kinetics was correctly modelled by a one-compartment model with 1st order absorption and elimination and a lag time.
One thousand PK parameter sets were randomly drown according to their population distribution and FBAL (population half-life = 3 hours) concentrations following several compliance patterns (last 3 doses taken or not) were simulated. The use of the criteria allowed the discrimination between several compliance patterns and a correct estimation of compliance up to 2 doses in the past. As the most informative, the last dose intake was perfectly assigned. In addition, if the last dose was not taken, we were able to estimate correctly the compliance pattern.

Clinical application: A future Phase IV clinical trial (OCTO - cOmpliance to oral ChemoTherapy in Oncology) will aim to study the impact of non-compliance on efficacy and toxicity in cancer patients treated with an oral chemotherapy. Capecitabine (Xeloda®, Roche) will be prescribed to metastatic breast and colorectal cancer patients. The first administrations will be supervised in the hospital and patients will have several PK samples drawn after first dose in order to measure FBAL plasma concentrations. These data will allow the building of a population PK model of FBAL concentrations with a perfect compliance and the determination of individual PK parameters. Compliance will also be measured by electronic monitoring and the two compliance estimation techniques will be compared. 
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[3]. Mu S, Ludden TM. Estimation of population pharmacokinetic parameters in the presence of non-compliance. J Pharmacokinet Pharmacodyn 2003; 30: 53-81
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Matt Hutmacher A new approach for population pharmacokinetic data analysis under noncompliance

Pankaj Gupta, Matthew M Hutmacher, Bill Frame and Raymond Miller
Pfizer
Objectives: To systematically evaluate a reported method for analyzing outpatient pharmacokinetic (PK) data in the presence of noncompliance to the prescribed dosage regimen.

Methods: A pilot simulation study was designed to address the aforementioned objective. PK data were generated assuming a one compartment body model with first order absorption and first order elimination. Noncompliance, defined here as a subject not taking a scheduled dose, was simulated under three different rates, r=0, 0.1, and 0.2.  These rates represent the probability of a subject not taking his/her scheduled dose at each nominal dose time. Data were simulated using a multiple dose design, which was sufficient under full compliance (r=0) to achieve steady state PK concentrations. These population PK data were first analyzed by the conventional methodology, in which the model assumes perfect compliance to the multiple dosage regimen. Next, an approach, based on the principle of superposition (Soy et al.), which separates estimating the elimination rate from the model based steady-state PK concentration, was used to estimate the fixed and random effect parameters. NONMEM VI was used to simulate the PK concentration data and estimate the parameters. The relative performance of the two methods was assessed by noting the bias (mean error) and imprecision (mean absolute error) in the parameter estimates. The two approaches were further contrasted in a follow-up simulation study for an existing drug, which incorporated a quasi-realistic dosing and sampling design. 

Results: The analysis revealed that the conventional method of analyzing population PK data, which ignores noncompliance, yielded biased values for clearance, volume and the absorption rate constant, and overestimated the interindividual variability in these parameters. Additionally the random intraindividual (residual) variability was also inflated compared to the true value and increased with an increase in the degree of noncompliance. The conventional approach also fared poorly with regard to the imprecision in the parameter estimates across different compliance rates. In contrast, the performance of the new approach was consistent across the three simulated scenarios.

Conclusions: The robustness in parameter estimation in presence of possible noncompliance combined with the simplicity in implementation make the new approach an attractive alternative to the conventional method of analyzing outpatient population PK data. The decreased bias, especially in the residual intraindividual variability, can facilitate covariate analysis and allow meaningful data interpretation.

References: 
[1]. Soy D, Beal SL, Sheiner LB. Population one-compartment pharmacokinetic analysis with missing dosage data.Clin Pharmacol Ther. 2004 Nov;76(5):441-51.
[2]. Mu S, Ludden TM. Estimation of population pharmacokinetic parameters in the presence of non-compliance. J Pharmacokinet Pharmacodyn. 2003 Feb; 30(1):53-81.
[3]. Wang W, Husan F, Chow SC. The impact of patient compliance on drug concentration profile in multiple doses. Stat Med. 1996 Mar 30; 15(6):659-69.
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Matt Hutmacher Comparing Minimum Hellinger Distance Estimation (MHDE) and Hypothesis Testing to Traditional Statistical Analyses – a Simulation Study

Matthew M Hutmacher, Anand Vidyashankar, Debu Mukherhjee
Pfizer
Background:  MHDE is accomplished by optimizing the Hellinger Distance (HD) objective function (HD2), which is constructed using the HD metric, over the parameter space.  Essentially, the estimates are parameter values that yield the smallest distance (HD2) between the specified model density and an empirical density function of the data.  The HD2 metric also provides an absolute estimate of the lack-of-fit between the model and empirical densities.  MHDE is a consistent estimator and achieves asymptotic normality of the estimates.

MHDE is theoretically asymptotically efficient and a robust estimator.  The efficiency derives from its similarity to maximum likelihood (ML) when the model density is correctly specified.  The robustness results from the down-weighting of the individual observations in the objective function.  The ‘conceptual' weight for MHDE is roughly 1/n, where n is the number of observations.  For maximum likelihood, assuming normally, the weighting is based on the squared error, which is known to be sensitive to outlying (non-normal) observations.

Objectives: Compare the MHDE to traditional (maximum likelihood) estimates under ANOVA and ANCOVA type models for efficiency, bias, type 1 error rate, and power.

Methods: The simulation study was performed for ANOVA and ANCOVA models using three outlier generation scenarios: the first considered no outliers, with residuals generated from a normal distribution, the second used a mixture of normal random variables with 10% outliers, the third consisted of 10% outliers assigned systematically to the second treatment group.  The third scenario represents trial issues such as the breaking of the clinical trial blind, where some patients realized they were on treatment (e.g., injection site reactions).  For the simulation structure, two treatment groups were simulated with 20 subjects per group.  The data were generated under no treatment effect (null hypothesis) and under a treatment effect, which maintained an approximate theoretical power of 60% (the alternative hypothesis), for each scenario.  Hypothesis tests for the ML estimates were performed using a two-sample T-test, and type 1 error rates and powers were computed.  For the MHDE models, an approximate T-test was constructed.  Distributions of the parameter estimates were constructed and the bias and efficiency of the ML and MHDE estimators were compared.

Results: Little bias and similar efficiencies were observed for the scenario with no outliers (first scenario) as expected.  The type 1 error rate and powers were also similar.  For the second scenario, the ML estimates were more variable and the residual variable estimate was overestimated.  The type 1 error rate was maintained for both methods.  However, the ML estimates demonstrated a decreased power compared to MHDE, which was closer to the anticipated 60%.  The ML estimates of the two treatment group effects and the residual error were biased for the third scenario.  The type 1 error and power were also inflated.  In contrast, the MHDE estimates more closely resembled those observed in the first scenario.  Additionally, the type 1 error and power were less affected by the outlying data. 

Conclusions: MHDE provided robust estimates and inference when the model was incorrect and efficient estimates when the model was correct.  In contrast, the ML estimates and inferences were affected when the likelihood was misspecified.  Additionally, MHDE maintained greater precision in the estimates when the model was misspecified compared to ML.
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Ivan Matthews Sensitivity analysis of a mixture model to determine genotype/phenotype

Matthews, I and Aarons, L
University of Manchester
Objectives: Mixture models are useful in population pharmacokinetics and pharmacodynamics to characterise underlying population distributions (2 or more subpopulations) that are not adequately explained by the evaluated covariates. When applied in NONMEM, the subpopulation, to which an individual is classified, can be determined from the maximum a posteriori Bayesian post-hoc estimates. Polymorphic metabolising enzymes, such as those from the cytochrome P450 (CYP) family, may give rise to a multimodal clearance distribution. Their involvement in the elimination of many drugs means that the use of a mixture model may be of value to categorise phenotype/genotype. Several common drugs such as warfarin, metoprolol, ibuprofen, and phenytoin are eliminated via a polymorphic enzyme pathway. The aim of this study was to determine the factors that most strongly affect the ability of NONMEM mixture models to correctly predict the genotype/phenotype of an individual.  
Methods: A sensitivity analysis was undertaken using NONMEM version 6ß. A one compartment disposition model with first order input and first order elimination was used to simulate the datasets. Each dataset was simulated to have 100 patients receiving a single dose at time zero with 15 log equispaced observations over 24 hours plus one observation at 30 hours. All patients were simulated without any other covariates. The parameters varied in the simulation were; the percentage of poor metabolisers (5, 15, 25, 50 %), the typical value of clearance for the poor metabolisers (0.375, 0.75, 1.125, 1.5, 1.875 L/h) relative to extensive metabolisers (3.75 L/h) and the between subject variability (15, 30, 50 %) on the structural model parameters (ka, CL, V). The analysis was repeated 10 times. The results were expressed as the percentage of false assignments as a proportion of the number of poor metabolisers.

Results: The reliability of the mixture model to correctly classify an individual as a poor or extensive metaboliser diminishes as the variability of the structural parameters increases, as the fold difference in clearance between the two populations decreases and as the proportion of poor metabolisers decreases. These results are comparable to those of Kaila et al, 2006 [1]. An empirical equation was developed to provide a decision rule for whether a mixture model may be useful for a given drug. Warfarin falls in a region of the parameter surface that would suggest that a mixture model would be inappropriate for classifying patients on warfarin therapy.

Conclusions: The most important factor affecting correct subpopulation assignment in the NONMEM mixture model was the between subject variability on the structural parameters.

References: 
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Chee Meng Ng A Systematical Approach to Bridge the Two-Stage Parametric Expectation Maximization Algorithm and Full Bayesian Three-Stage Hierarchical Nonlinear Mixed Effect Methods in Complex Population Pharmacokinetic/Pharmacodynamic Analysis: Troxacitabine-induced Neutropenia in Cancer Patients

Ng CM (1), Bauer RJ (2), Beeram M (1), Takimoto CH (1), Lin C (1), Patnaik A (1)
(1) Institute for Drug Development, Cancer Therapy and Research Center, San Antonio, TX. (2) XOMA (US) LLC, Berkeley, CA.
Background: The full Bayesian approach has been suggested as a suitable method for population pharmacokinetic/pharmacodynamic (PK/PD) modeling.  However, to this day, published examples of its application to real population PK-PD problems are very limited due to time/labor intensive, and difficulty in achieving model convergences.  Monte-Carlo parametric expectation maximization (MCPEM) is a two-stage hierarchical method that used Monte-Carlo integration method for obtaining exact likelihood function and has been used successfully in analyzing complex population PK/PD data.  

Objective: To develop a systematical approach to bridge the two-stage MCPEM algorithm and full Bayesian three-state hierarchical model in complex population PK/PD analysis.

Method: The analysis was based on PKPD data from 31 subjects who received troxacitabine/cisplatin combination where troxacitabine was administered as an intravenous infusion every 28 days at five different dose levels.  The PD model was based on a drug-sensitive progenitor cell compartment, linked to the peripheral blood compartment, through three transition compartments representing the maturation chain in the bone marrow.  The model included a feedback mechanism to capture the rebound phenomena.  The troxacitabine affected the proliferation of sensitive progenitor cells through an inhibitory sigmoidal Emax model.  A three-compartment linear PK model was used to describe the troxaicibatine concentration-time profile.  First, the PKPD model was developed using MCPEM algorithm implemented in the SADAPT program and fit simultaneously to the data.  The SADAPT program then automatically generated several different files (including dose/dosing time, observations, priors, initial parameters, and model template files) needed for the WinBugs program for full Bayesian analysis.  The individual and population parameters estimated from MCPEM algorithm were served as initial values for the WinBugs program, and the PKPD data were analyzed simultaneously.

Results and Conclusions: Based on the initial information provided by the final parameters estimated from the MCPEM algorithm, the full Bayesian model developed using WinBugs program was stable and required less than ten thousands iterations to generate reasonable final parameter estimates.  The proposed systematic bridging approach offers practical solution for using full Bayesian three-Stage hierarchical nonlinear mixed effect method in complex population PKPD analysis.
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Chee Meng Ng A Comparison of Estimation Methods in Nonlinear Mixed-effect Model for Population Pharmacokinetic-pharmacodynamic Analysis

RJ Bauer (1), S Guzy (1), CM Ng (2)
(1) XOMA (US) LLC, Berkeley, CA, (2) Institute for Drug Development, Cancer Therapy and Research Center, San Antonio, TX
Background: NONMEM is the current reference software for population pharmacokinetic/pharmacodynamic (PK/PD) analysis.  In the last ten years, a series of new tools for population PK/PD modeling have become available.  These included methods based on exact likelihood functions and three-stage Bayesian method.  However, the comparison between these methods that have been described in the literature to date involved only simple PK model.   

Objective: To provide an overview of the statistical basis of the selected estimation methods and assess the utility of these methods in various PK/PD modeling problems.

Method: Four stimulated dataset with various PK/PD problems were used to assess the performance of different estimation methods (FO and FOCE method in NONMEM, MCPEM method in SADAPT and PDX-MCPEM, SAEM method in Monolix, and three-stage MCMC method in WinBugs) in population data analysis.  First dataset is a two-compartment PK model with sparse data.  A second problem is the same two-compartment PK model with additional covariate model for CL and V1.  The third dataset was a single IV bolus two compartment PK model with direct-link Emax PD model requiring total of 8 parameters to describe the model.   Analytical functions were used to describe the model.  The last problem is a one-compartment PK model with both linear and saturated elimination, and indirect response PD model that required total of 2 differential equations and five parameters.  A total of 25 subjects with intensive PK/PD sampling were included in the analysis and PKPD data were analyzed simultaneously.   Results will be analyzed by comparing the deviation of the estimated parameters from the reference values. A crude comparison of CPU times is also provided.

Results/Conclusion: The NONMEM FO method is accurate and fast in analyzing simple PK data when the intra-and inter-individual variability is small.  The NONMEM FOCE method is slower but more accurate than FO.  However, parameters estimated using FOCE method can be biased if the data are very sparse.  The exact EM method (MCPEM and SAEM) has greater stability in analyzing complex PKPD model and provided accurate results with both sparse and rich data.  MCPEM method converge more slowly than NONMEM FOCE for simple PK model, but achieve faster convergence and has greater stability than NONMEM FOCE for complex PKPD model.  WinBugs provided accurate assessments of the population parameters for all examples.  
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Stefaan Rossenu A mixture distribution approach to IVIVC modeling of a dual component drug delivery system

Stefaan Rossenu (1), Clare Gaynor (2), An Vermeulen (1), Adrian Dunne (2) and Adriaan Cleton (1)
(1) Johnson and Johnson Pharmaceutical Research & Development, a division of Janssen Pharmaceutica, Beerse, Belgium (2) UCD School of Mathematical Sciences, University College Dublin, Belfield, Dublin 4, Ireland
Objectives: Modification of a non-linear mixed effects modeling approach(1) to establish an in vitro-in vivo correlation (IVIVC) for a dual component drug delivery system and to allow the simultaneous analysis of more than one formulation. 

Methods: Four controlled release (CR) formulations of galantamine were used to test this extended IVIVC model. The fraction of each CR dosage unit dissolved at any given time in vitro was described as a mixture of two distributions. A two-compartment pharmacokinetic model with a mixture of two inputs was used to describe the in vivo data. The proportion initially released as a loading dose (25%) was one of these inputs, while the second input corresponded to the remaining part released as CR component (75%). The CR fraction of the dose was modeled using a modified version of the method described by O'Hara et al(1). Three of the four formulations (slow, medium (target) and fast) were used for the development of the IVIVC model, which was used to predict plasma concentration-time profiles for each subject following administration of all four formulations. The AUC and Cmax were calculated for the observed and predicted profiles and used to compute the percentage prediction errors in accordance with the FDA validation guideline(2). Internal predictability was assessed using the three formulations included in the model development, while the fourth was used to similarly evaluate external predictability. The model fitting was performed using NONMEM(3).

Results: The observed and predicted in vitro dissolution and in vivo plasma concentration-time profiles demonstrated a good model fit. The calculated prediction errors for both the internal and external predictability comfortably met the FDA criteria.

Conclusion: A mixture distribution-based model was developed to describe a dual component drug delivery system. This model successfully captured the IR and CR elements of a capsule. The technique was tested on four formulations of galantamine and an IVIVC model was established that meets the FDA criteria for internal and external predictability.

References:
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Alexander Staab How can routinely collected comedication information from phase II/III trials be used for screening of potential effects on model parameters? A case study with the oral direct thrombin inhibitor Dabigatran etexilate

K.H. Liesenfeld, J. Stangier, H.G. Schaefer, A. Staab
Boehringer Ingelheim Pharma GmbH & Co. KG, Biberach, Germany
Objectives: The objective was to develop a process that allows screening for the impact of comedication on model parameters using comedication information routinely collected during phase II/III. The process should be applied using data from a phase II study with dabigatran etexilate.

Methods: The comedication information routinely collected is the start and stop date of concomitant administration and the trade name or ingredient name which is coded in the clinical database using the WHO drug dictionary (WHO-DD). In order to establish comedication classes, Special Search Categories (SSCs) were developed which were either based on the Anatomical Therapeutic Chemical (ATC) classification system, e.g. digitalis glycosides, or on the drug substance names (e.g. all clinical relevant P-gp inhibitors were collected in one SSC). A SAS program was developed that generates for each SSC the WHO-DD code numbers of the respective trade names/ingredient names for comparison with the comedication records of the study. During NONMEM dataset generation an identifier was assigned to all records between start and stop date +1 of a comedication defined in a SSC. The SSCs were investigated as categorical covariates applying a standard forward inclusion/backward elimination model building strategy.
The dabigatran dataset for comedication screening contained 7782 observations from 1483 patients. Thirty-one SSCs were defined. Of the 31 SSCs, 19 were associated with > 5% of the observations. These 19 SSCs were investigated using the PopPK model developed before.

Results: Once the SSCs were defined the incorporation of the comedication information into the dataset was very fast. Three comedication classes were found to impact the dabigatran exposure. The changes caused by opioids (20% increase in exposure at day of surgery), antacids (35% decrease in exposure at day of surgery and 11% decrease of steady state exposure) and proton pump inhibitors (7.4% decrease in steady state exposure) were not considered clinically relevant because the magnitudes of the effect were minor.

Conclusions: An efficient process was developed and successfully applied to include routinely collected comedication information for screening of drug-drug interactions. The SSCs can be applied across studies and projects. The results obtained for dabigatran were included in the proposed drug label.
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Stacey Tannenbaum A Comparison of Fixed Dose-Controlled (FD) versus Pharmacokinetic Modified Dose-Controlled (PKMD) Clinical Study Designs

Stacey Tannenbaum (1), Gene Williams (2), He Sun (3), I. Peter Lee (2), Lawrence Lesko (2), and Robert Temple (2)
(1) Novartis Pharmaceuticals Corp. Pharmacology Modeling and Simulation, (2) Center for Drug Evaluation and Research, US Food and Drug Administration, (3) Clinical Pharmacology, SunTech Research Institutes
Objectives: When pharmacokinetics (PK) is a known function of covariates such as age and weight, individualizing doses according to these covariates may reduce variability in drug exposure. The objective of this study was to determine the extent to which dose individualization based upon patient characteristics (PK modified dosing, PKMD) results in increased trial success, compared to a fixed dosing (FD) design. Trial success is assessed by the percentage of patients (%P) whose exposure falls within a target range, determined from the exposure-safety and exposure-efficacy relationships. A number of scenarios were examined to determine under what circumstances the benefits of PKMD outweigh the costs.

Methods: The change in %P between a FD and PKMD design was examined as a function of three factors: the unexplained variability in clearance (CLvar), the width of the target exposure range (ERW), and the available dosage strengths. Simulations were performed for all combinations of ERW (2-10), CLvar (10-100% CV), and dosage strength (20, 25 mg) with 1000 subjects per scenario. The doses required to obtain a target exposure (AUCtarget, fixed for all scenarios) were calculated as follows: FD = AUCtarget*CLpop, and PKMD = AUCtarget*CLpred,i, where CLpred,i is the individual predicted CL, based on covariates. Doses were then rounded to the nearest available dosage strength. The individual exposure was determined using this rounded dose and the true (simulated) individual CL. The difference in %P between FD and PKMD was calculated for each scenario.

Results: A multi-panel nomogram was created to observe the effects of the three variables (CLvar, ERW, and dosage strength) on the trend in %P for FD and PKMD. The results suggest that the extent of improvement with PKMD versus FD is reduced with increased CLvar; a less accurate prediction of individual CL may lead to a PKMD inappropriate to determine the target exposure. Smaller dosage strengths are superior in both FD and PKMD, as there is a smaller difference between the rounded (administered) dose and the calculated (“ideal”) dose. Finally, exposure ranges that are sufficiently large will offset the variability in exposure with FD, making the extent of improvement with PKMD minimal. 

Conclusions: By assigning individual doses to account for the variability in PK, the variability in exposure can be reduced. The degree of this reduction, in combination with a known target exposure range and dosage strength, can be used to determine how much a PKMD design would increase %P compared to a FD design, and thus improve the probability of trial success. Quantifying the extent of this improvement should allow drug developers to discern if a PKMD strategy will improve the trial results sufficiently to offset the additional effort of designing and implementing a PKMD-controlled study. 
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Michel Tod Steady-state Equation for the Bicompartmental Model with Gamma Absorption. Application to Mycophenolate PK in Renal Transplant Patients

M. Tod (1), B. Blanchet (2), A. Astier (2), A. Hulin (2)
(1) Laboratory of Toxicology, CHU Cochin, Paris, and ISPB, Claude Bernard University, Lyon, France, (2) Laboratory of Pharmacology, CHU Henri Mondor, Créteil, France
Background: The bicompartmental model with gamma-distributed absorption times is a useful empirical model for drugs whose absorption kinetics is not zero- or first-order. We derived for this model a steady-state equation, involving one parameter less than the previous derivation (1). The equation involves the incomplete gamma function P. An approximation (based on equivalence with a chi-squared distribution) is proposed in order to facilitate its implementation in NONMEM. 

Objectives: To compare the population estimates obtained with NONMEM (approximate equation for P) and MONOLIX (no approximation for P) on real data.

Methods: Both approaches were compared for the estimation of mycophenolate (MPA) population parameters in 77 renal transplant patients treated with tacrolimus and mycophenolate mofetil. Three blood samples per patient were collected at steady-state at several occasions. Plasma concentrations were measured by HPLC. The two-compartment gamma absorption model was fitted to the data using NONMEM V (FOCE) and MONOLIX. The PK parameters were the volume of the central compartment V1, the rate constant K21, the slopes of the two phases Lam1, Lam2, the absorption rate constant Ka and the shape parameter, s. Goodness-of-fit was assessed by prediction discrepancies (2).

Results: Examination of prediction discrepancies plots revealed no lack of fit of the model. Fixed effects estimates obtained by both approaches were very similar and not significantely different. The typical mean absorption time (s / Ka) was 0.71 h while the typical variance of absorption time (s / Ka2) was 0.094. Variance-covariance matrices of random effects differed. This may be due to differences in the calculation of the population likelihood in both softwares. 

Conclusion: The new equation for the steady-state two-compartment model with gamma absorption and its approximation may be useful for NONMEM users.

References:
[1] Premaud A et al. MAP bayesian estimation of MPA pharmacokinetics in renal transplant recipients at different postgrafting periods. Ther Drug Monit. 2005;27:354-361.
[2] Mentré F, Escolano S. Prediction discrepancies for the evaluation of non-linear mixed-effects models. J Pharmacokin Pharmacodyn. 2006;33:345-367.
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Frédérique Fenneteau A Physiologically Based Pharmacokinetic Model to Assess the Role of ABC Transporters in Drug Distribution

Frederique Fenneteau, Jun Li, Jacques Turgeon, Fahima Nekka
Faculty of Pharmacy, Université de Montréal, Qc, Canada
Introduction: Drug interactions affecting the expression and/or activity of ATP-Binding Cassette (ABC) transporters may have a significant impact on drug disposition, drug effectiveness or drug toxicity(1-3). Hence, the ability to accurately predict drug disposition over a wide range of conditions of ABC membrane transporter activities is required to better characterize drug pharmacokinetics and pharmacodynamics. 
The physiologically based pharmacokinetic (PBPK) modeling, is a well established methodology in the field of risk assessment and environment studies(4, 5). It is now progressively used at variant stages of drug discovery and development. However, existing PBPK models have not been designed to characterize distribution of ABC transporters drug substrates in tissues, mainly because of the restricted access to ABC transporters-related physiological data and parameters. 
The most studied ABC membrane transporter is P-glycoprotein (P-gp), a multidrug resistance (mdr) protein found to be expressed in normal tissues, such as the intestine, kidneys, liver, brain, testis, ovaries, placenta, and heart. These numerous locations suggest an important role for P-gp in drug absorption and excretion and in limitation of drug penetration into target tissues(6).

Objective: The main objective of our study was to develop an innovative model that takes into account the involvement of ABC transporter activities in different tissues, in order to improve prediction of drug distribution in the various conditions surrounding ABC transporter activities. 

Methods: A PBPK model was developed for wild type mice and mice lacking mdr1 genes to which a 5mg/kg dose of 3H-domperidone, a P-gp substrate, has been administered intravenously. Blood, plasma, hepatic, renal, cerebral and cardiac tissues were collected from each animal and were analysed for radioactivity by liquid scintillation spectroscopy. Metabolite profiling of blood, brain, liver and left ventricle samples, collected at 4 and 120 min post dose, were analyzed by HPLC using a radiometric detection. 
In the PBPK model, drug distribution into tissues where ABC transporters have a significant protective or excretive function was represented by variants of perfusion or permeability rate limited models that we developed, whereas drug distribution into other tissues was represented by a well-stirred model with partition coefficient estimated from the method developed by Poulin and Theil(7). 
Physico-chemical properties of domperidone and physiological mice-related parameters were extracted from the literature(7, 8, 9). Input parameters related to the activity of P-gp in mice tissues and input parameters related to the domperidone diffusion rate through tissue membrane were obtained by developing a step-by-step procedure of in vitro-in vivo extrapolations. About 500 multivariate log-normal Monte-Carlo simulations were also performed to account for the uncertainty and variability of input parameters and their influence on the following model outputs obtained on each tissue: Cmax and AUC0-tlast. The measure of input-output sensitivity was performed using the partial rank correlation coefficient (PRCC) concept which has been designed for correlated inputs (10). 

Results: T
The comparison of PBPK model simulations with experimental data of concentration-time profiles in mice plasma and tissues provided mechanistic information on the involvement of additional efflux transporters in domperidone distribution into brain tissue as well as the involvement of influx membrane transporters in its distribution in heart tissue. The sensitivity analysis performed on the present PBPK model, based on Monte-Carlo simulations and PRCC concept, showed that the plasma AUC values were strongly affected by the metabolic parameters Km, Vmax and fup. For heart tissue, the most important variables affecting the outputs were parameters related to influx and efflux transport. For brain tissue, the outputs parameters were mainly affected by fup, by the parameters related to the P-gp efflux transport. 

Conclusion: This new physiologically based pharmacokinetic model explains and describes domperidone distribution mechanisms in various tissues in the absence or presence of P-gp activity. The herein described PBPK model is novel and unique while defined in general terms that can be applied to other drugs and transporters. 
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Mathilde Marchand Predicting human from animal PBPK simulation combined with in vitro data

Mathilde Marchand (1, 2), Eliane Fuseau (1)
(1) EMF consulting, Aix en Provence, France (2) EA3286 Laboratoire de Toxicocinétique et Pharmacocinétique, Marseille, France
Objectives: Scientific rationale should guide the selection of the first dose to administer to human. This work compares the use of allometric scaling and animal PKPB simulations based on animal data and physicochemical data to investigate drug X pharmacokinetics and predict concentration-time profile in healthy subjects. The predictivity of these methods is compared to empirical dose selection methods base on toxicology and toxicokinetic findings.

Methods: TAfter single oral dose administered to healthy subjects, drug X concentration-time profile displays multiple peaks. Several hypotheses were tested to explore this potential recycling. Preclinical data were available in different species: rat, dog and monkey, treated with a range of oral and intravenous dose of drug X. In vitro protein binding and in vitro metabolism were explored. Available physicochemical data include: molecular weight, pKa, logP, solubility. Hypotheses assessed were an enterohepatic recycling, various sites of metabolism and active transport on absorption and distribution processes. PK Sim (, version 3.0 software (Bayer technology service) was used for the simulations.

Results/Conclusions: The preclinical PBPK in addition to physicochemical properties and in vitro data allowed a retrospective prediction of the pharmacokinetics in human. Factors influencing human pharmacokinetics were determined. Then PBPK simulations and allometric scaling were compared for the prediction of human clearance. The simulated profiles obtained after several doses in a population were compared to clinical data collected in healthy subjects. Since in vitro and in vivo preclinical data as well as physicochemical properties are available early in the drug development, the use of PBPK simulation should be applied at this early stage to help building a rationale for the selection of the first dose to administer to humans. 
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Gianluca Nucci A Bayesian approach for the integration of preclinical information into a PBPK model for predicting human pharmacokinetics

Bizzotto R, Nucci G, Poggesi I, Gomeni R
Clinical Pharmacokinetics/Modeling&Simulation, GlaxoSmithKline, Verona, Italy
Objectives: To evaluate the performance of a Bayesian approach for integrating preclinical in vitro and in vivo information into a PBPK model to predict human pharmacokinetics. 

Methods: A basic, generic whole body physiologically based pharmacokinetic model was implemented in rats, dogs and humans [1]. The predictive performance of the basic model in these species was initially evaluated using a dataset of 23, 21 and six compounds for rats, dogs and humans, respectively. Since in vivo pharmacokinetic data in animals are always generated before the first study in humans, our aim was to take advantage of this information to improve the predictive performance of the basic PBPK. Our proposal is to use a Bayesian approach to estimate few critical parameters of the PBPK model, to provide a better adherence to the observed pharmacokinetics in rats and dogs, and to eventually use these parameters for predicting the PK in humans. For the application of this proposal the Bayesian parameters identification as implemented in SAAM II was used. 

Results: The basic model, applied to the preclinical species showed reliability similar or better than that reported in the literature. Average fold-errors for the main pharmacokinetic parameters were lower than 2, with 91% of the compound parameters predicted within a 3-fold error. The proposed approach increased the reliability of the prediction of the pharmacokinetic data in humans. For the six compounds, for which human oral pharmacokinetic data were available, the average fold-errors for the systemic exposure markedly decreased from 3.6 (basic) to 1.9 (new approach).

Conclusions: During the drug development process, incremental in silico, in vitro and in vivo information is gained before a candidate drug is effectively given to humans. The basic PBPK model proposed by Poulin [1] may be based on too simple assumptions and limited input data for providing predictions in human with the desired level of reliability. In this work the PBPK model prediction were refined applying a Bayesian approach to fine tune few critical PBPK model parameters based on in vivo animal data. If these promising results will be confirmed on a more extensive dataset of compounds, this approach will strongly improve the design and safety of first time in human studies.
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Roger Jelliffe The USC*PACK collection of BigWinPops software for nonparametric adaptive grid (NPAG) population PK/PD modeling, and the MM-USCPACK clinical software

R Jelliffe, A Schumitzky, D Bayard, R Leary, M Van Guilder, A Gandhi, M Neely, and A Bustad.
Laboratory of Applied Pharmacokinetics, USC Keck School of Medicine, Los Angeles CA, USA.
The BigWinPops maximum likelihood nonparametric population adaptive grid (NPAG) modeling software runs in XP. The user defines a PK/PD model using the BOXES program to make the structural model. This is compiled and linked transparently. The subject data files are entered, and instructions. Routines for checking data files and for viewing results are provided. Likelihoods are exact. Behavior is statistically consistent, so studying more subjects gives estimates progressively closer to the true values. Stochastic convergence is as good as theory predicts. Parameter estimates are precise [1]. The software is available by license from the University for a nominal donation.

The MM-USCPACK clinical software [2] uses NPAG population models, currently for a 3 compartment linear system, and computes the dosage regimen to hit desired targets with minimum expected weighted squared error, thus providing, for the first time, maximal precision in dosage regimen design, a feature not seen with other currently known clinical software. Models for planning, monitoring, and adjusting therapy with aminoglycosides, vancomycin (including continuous IV vancomycin), digoxin, carbamazepine, and valproate are available. 

The interactive multiple model (IMM) Bayesian fitting option [3] now allows parameter values to change if needed during the period of data analysis, and provides more precise tracking of the changing behavior of drugs in clinically unstable patients

In all the software, creatinine clearance is estimated based on one or two either stable or unstable serum creatinines, age, gender, height, and weight [4].
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